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EXECUTIVE SUMMARY

INTRODUCTION

1. As Independent Reviewer of Terrorism Legislation, | am required by the Data
Retention and Investigatory Powers Act 2014 to examine

a. the threats to the United Kingdom,

b.  the capabilities required to combat those threats,
C. the safeguards to protect privacy,

d.  the challenges of changing technologies, and

e. issues relating to transparency and oversight,

before reporting to the Prime Minister on the effectiveness of existing legislation
relating to investigatory powers, and to examine the case for a new or amending law.

2. The scope of this task extends well beyond the field of counter-terrorism. Public
authorities intercept communications, and collect information about communications,
for a host of other purposes including counter-espionage, counter-proliferation,
missing persons investigations and the detection and prosecution of both internet-
enabled crime (fraud, cyber-attacks, child sexual exploitation) and crime in general.

3. The purpose of this Report is:

a. to inform the public and political debate on these matters, which at its worst
can be polarised, intemperate and characterised by technical
misunderstandings; and

b. to set out my own proposals for reform, in the form of five governing principles
and 124 specific recommendations.

4, In conducting my Review | have enjoyed unrestricted access, at the highest level of
security clearance, to the responsible Government Departments (chiefly the Home
Office and FCO) and to the relevant public authorities including police, National Crime
Agency and the three security and intelligence agencies: MI5, MI6 and GCHQ. | have
balanced those contacts by engagement with service providers, independent
technical experts, NGOs, academics, lawyers, judges and regulators, and by fact-
finding visits to Berlin, California, Washington DC, Ottawa and Brussels.

INFORMING THE DEBATE

5. The legal, factual and technological position as | understand it from my reading, my
visits and the large number of interviews | have conducted is set out in the first 12
Chapters of this Report.
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Part | of the report (BACKGROUND) establishes the context for the Review,
explores the central concept of privacy and considers both current and future threats
to the UK and the challenges of changing technology.

a.

Chapter 1 (INTRODUCTION) sets out the scope, aims and methodology of the
Review.

Chapter 2 (PRIVACY) looks at the importance of privacy for individual, social
and political life. It charts attitudes to privacy and surveillance as they have
evolved over time and as they have recently been captured in court judgments
and in survey evidence from the UK and elsewhere.

Chapter 3 (THREAT) looks at the importance of security for individual, social
and political life. It assesses the threat to the UK in terms of both national
security and crime, and puts it into a long-term perspective.

Chapter 4 (TECHNOLOGY) explains the basic technology that underlies the
debate, from changing methods of communication and new capabilities to
encryption, anti-surveillance tools and the dark net.

Part Il of the Report (CURRENT POSITION) explains the international legal
backdrop, the current powers and the way in which they are used.

a.

Chapter 5 (LEGAL CONSTRAINTS) sets out the legal framework which
governs action in this field. In the absence of a written constitution, the chief
limitations on freedom to legislate are those imposed by the ECHR and (within
its field of application) EU law.

Chapter 6 (POWERS AND SAFEGUARDS) summarises the existing UK laws
under which public authorities may collect and analyse people’s
communications, or records of their communications. It introduces the key
concepts and summarises the various powers both under RIPA and outside it,
together with the principal oversight mechanisms.

Chapter 7 (PRACTICE) explains how those powers are applied in practice by
intelligence, police, law enforcement and others, touching also on data-sharing,
bulk personal datasets and the recently-avowed capability for computer
network exploitation.

Chapter 8 (COMPARISONS) provides three sets of benchmarks which may
assist in working out how UK law on Investigatory Powers should look. These
are:

= other forms of surveillance (directed and intrusive surveillance,
property interference, covert human intelligence sources etc.),

» the laws of other countries, particularly in Europe and the English-
speaking world, and
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= the use made of individuals’ communications by service providers,
retailers and other private companies.

Part Ill of the Report (PERSPECTIVES AND VISIONS) draws on the submissions
and evidence received by the Review in order to summarise the wishes of interested
parties.

a.

Chapter 9 (LAW ENFORCEMENT) summarises the requirements of the NCA,
police, local authorities and other law enforcement bodies. It addresses the
utility of interception and communications data for their work, and their views
on capabilities and safeguards.

Chapter 10 (INTELLIGENCE) summarises the submissions made to the
Review by the security and intelligence agencies: MI5, MI6 and GCHQ. It
explains their views on technological change and encryption, what they say
they need to maintain existing access and their priorities in relation to
capabilities and authorisation of warrants.

Chapter 11 (SERVICE PROVIDERS) summarises the submissions made to
the Review by communications service providers, both in the US (regarding
cooperation with the UK Government and extraterritorial effect) and in the UK
(where there was a strong emphasis on the strengthening of controls and
oversight).

Chapter 12 (CIVIL SOCIETY) summarises the case made to the Review by
civil society groups and individuals, some of whom challenged the need for
current capabilities, and most of whom emphasised what they saw as the need
for transparency, coherence and clarity and improved scrutiny and safeguards.

PROPOSALS FOR REFORM

9.

Part IV of the Report (CHARTING THE FUTURE) contains my proposals for
change.

a.

Chapter 13 (PRINCIPLES) characterises the key issue as one of trust, and
sets out the five principles on which my recommendations are founded:

= Minimise no-go areas
»= Limited powers

» Rights compliance

= Clarity

= Unified approach.

Under the fifth principle, | explain my reasons for rejecting the ISC’s
recommendation that the law in this area should, for the first time, enshrine a
clear separation between intelligence and law enforcement functions.
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b. Chapter 14 (EXPLANATIONS) is a commentary on the principal
recommendations set out in Chapter 15. It explains my thinking on key issues
such as:

= Defining content and communications data

= Compulsory data retention

» The proposals in the 2012 Communications Data Bill
= Bulk collection and bulk warrants

= Specific interception warrants

= Judicial authorisation

= Collection of communications data

= Extraterritorial effect

= Use of intercepted material and data

= The Independent Surveillance and Intelligence Commission (ISIC)
» TheIPT

= Transparency.

C. Chapter 15 (RECOMMENDATIONS) sets out my 124 specific and inter-related
recommendations for reform.

SUMMARY OF PROPOSALS
Shape of the new law

10. A comprehensive and comprehensible new law should be drafted from scratch,
replacing the multitude of current powers and providing for clear limits and safeguards
on any intrusive power that it may be necessary for public authorities to use.!

11. The definitions of content and of communications data should be reviewed, clarified
and brought up to date.?

Capabilities

12. The power to require service providers to retain communications data for a period
of time should continue to exist, consistently with the requirements of the ECHR and
of EU law.®

1 Recommendations 1-9, 14.3-14.7 below.

2 Recommendation 12, 14.10-14.12 below.

3 Recommendations 13-14, 14.14-14.22 below.
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In relation to the subject-matter of the 2012 Communications Data Bill:

a.

The provisions for IP resolution in the Counter Terrorism and Security Act
2015 are useful and should be kept in force.*

The compulsory retention of records of user interaction with the internet (web
logs or similar) would be useful for attributing communications to individual
devices, identifying use of communications sites and gathering intelligence or
evidence on web browsing activity. But if any proposal is to be brought forward,
a detailed operational case needs to be made out, and a rigorous assessment
conducted of the lawfulness, likely effectiveness, intrusiveness and cost of
requiring such data to be retained.®

There should be no question of progressing proposals for the compulsory
retention of third party data before a compelling operational case for it has
been made out (as it has not been to date) and the legal and technical issues
have been fully bottomed out.®

The capability of the security and intelligence agencies to practise bulk collection of
intercepted material and associated data should be retained (subject to rulings of the
courts),” but used only subject to strict additional safeguards concerning:

a.

b.

judicial authorisation by ISIC;®

a tighter definition of the purposes for which it is sought, defined by operations
or mission purposes;®

targeting at the communications of persons believed to be outside the UK at
the time of those communications;*° and

the need for a specific interception warrant to be judicially authorised if the
applicant wishes to look at the communication of a person believed to be within
the UK. 1

There should be a new form of bulk warrant, the bulk communications data warrant,
which would be limited to the acquisition of communications data and could thus be
a proportionate option in certain cases.!?

Recommendation 14 below.

Recommendations 15-17, 14.32-14.36 below.
Recommendation 18, 14.37-14.38 below.
Recommendation 19, 14.39-14.45 below.
Recommendations 22, 45-48, 14.47-14.57 below.
Recommendation 43, 14.75 below.

Recommendation 44, 14.76-14.77 below.
Recommendation 79, 14.89 below.

Recommendation 42(b) and 44, 14.73 and 14.77 below.

5
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Warrants for interception

16.

17.

18.

19.

20.

All warrants should be judicially authorised by a Judicial Commissioner at a new
body: the Independent Surveillance and Intelligence Commission (ISIC).13

Where a warrant is said to be required in the interests of a national security purpose
that relates to the defence and/or foreign policy of the UK, the Secretary of State
should have the power so to certify (and, in the case of a bulk warrant, to certify that
the warrant is required for the operation(s) or mission purpose(s) identified). The
Judicial Commissioner, in determining whether to issue the warrant, should have the
power to depart from that certificate only on the basis of the principles applicable in
judicial review.*

Specific interception warrants may be targeted not only on persons or premises
but (like the existing thematic warrants) on operations. That is subject to the
additional protection that, save where ordered by the Judicial Commissioner, the
addition of persons and premises to the schedule of the warrant must be specifically
authorised by a Judicial Commissioner.*®

The warrantry procedure should be streamlined by providing for:

a. Serious crime warrants, like national security warrants, to be of six months’
duration;®

b. Renewals to take effect from the expiry of the original warrant;*’

C. Combined warrants for interception, intrusive surveillance and/or property
interference, so long as the conditions for each type of warrant are individually
satisfied.'8

Pending a longer-term and more satisfactory solution, the extraterritorial effect in
DRIPA s4 should be maintained.*®

Authorisation for acquisition of communications data

21.

22.

13
14
15
16
17
18
19
20
21

Designated persons (DPs) (including in the security and intelligence agencies) should
be required by statute to be independent from the operations and investigations in
relation to which they consider whether to grant an authorisation.?®

Single Points of Contact (SPoCs) should be provided for in statute.?!

Recommendation 22, 14.47-14.57 below.
Recommendations 30 and 46, 14.64-14.66 below.
Recommendations 26-38, 14.60-14.70 below.
Recommendation 37, 14.69 below.
Recommendation 38, 14.70 below.
Recommendation 39, 14.71 below.
Recommendations 24-25, 14.58-14.59 below.
Recommendation 58, 14.80 below.
Recommendation 62, 14.78 below.
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The SPoC function for all minor users of communications data should in future be
compulsorily performed by an independent SPoC at the National Anti-Fraud Network
(NAFN).%

Now that all local authority requests for communications data must be submitted to
independent SPoCs at NAFN and approved by a designated person of appropriate
seniority, the additional requirement of approval by a magistrate or sheriff should
be abandoned.®

The DP of any public authority which seeks communications data for the purpose of
determining matters that are privileged or confidential must either refuse the
request or refer it to 1SIC for determination by a Judicial Commissioner.2*

Where arequest is not directed to such a purpose but relates to persons who handle
privileged or confidential information (doctors, lawyers, journalists, MPs etc.),
special considerations and arrangements should be in place, and the authorisation if
granted should be flagged for the attention of ISIC.%®

Where a novel or contentious request is made for communications data, the
requesting public authority on the advice of the DP should refer the matter to ISIC for
a Judicial Commissioner to decide whether to authorise the request.?®

Oversight and review

28.

29.

30.

22
23
24
25
26
27
28
29

The Independent Surveillance and Intelligence Commission (ISIC) should
replace the offices of the three current Commissioners.?’

ISIC should take over the intelligence oversight functions of the ISCommr, the
existing auditing functions of its predecessor Commissioners, and additional
functions relating in particular to the acquisition and use of communications data,
the use of open-source intelligence and the sharing and transfer of intercepted
material and data.?®

Through its Judicial Commissioners, who should be serving or retired senior judges,
ISIC should also take over the judicial authorisation of all warrants and of certain
categories of requests for communications data, in addition to the approval functions
currently exercised by the OSC in relation to other forms of surveillance and the ability
to issue guidance.?®

Recommendation 65, 14.84 below.
Recommendation 66, 14.82-14.83 below.
Recommendation 68, 14.85(a) below.
Recommendation 67, 14.85(b) below.
Recommendations 70-71, 14.86 below.
Recommendations 82-112, 14.94-14.100 below.
Recommendations 89-97, 14.95-14.96 below.
Recommendations 84-88, 14.95 below.
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33.
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ISIC, on its own initiative or at the suggestion of a public authority or CSP, should
have additional powers to notify subjects of their right to lodge an application to the
IPT.%0

ISIC should be public-facing, transparent, accessible to media and willing to draw on
expertise from different disciplines.

The Investigatory Powers Tribunal (IPT) should have an expanded jurisdiction and
the capacity to make declarations of incompatibility; and its rulings should be subject
to appeal on points of law.3!

Transparency

34.

Whilst the operation of covert powers is and must remain secret, public authorities,
ISIC and the IPT should all be as open as possible in their work. Intrusive capabilities
should be avowed. Public authorities should consider how they can better inform
Parliament and the public about why they need their powers, how they interpret those
powers, the broad way in which those powers are used and why additional
capabilities may be required.®?

CONCLUSION

35.

36.

30
31
32
33

RIPA, obscure since its inception, has been patched up so many times as to make it
incomprehensible to all but a tiny band of initiates. A multitude of alternative powers,
some of them without statutory safeguards, confuse the picture further. This state of
affairs is undemocratic, unnecessary and — in the long run — intolerable.

Parliament provided the Review with a broad canvas,* which | have done my best to
cover. The recommendations in Chapter 15 aim to provide a clear, coherent and
accessible scheme, adapted to the world of internet-based communications and
encryption, in which:

a. public authorities have limited powers, but are not shut out from places where
they need access to keep the public safe;

b. procedures are streamlined, notably in relation to warrants and the
authorisation of local authority requests for communications data;

C. safeguards are enhanced, notably by:
i. the authorisation of warrants by senior judges;

ii. additional protections relating to the collection and use of
communications by the security and intelligence agencies in bulk;

Recommendation 99, 14.103-14.104 below.

Recommendations 99 and 113-117, 14.101-14.108 below.
Recommendations 9 and 121-124, 14.7 and 14.110-14.111 below.
1.2 below.
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iii. greater supervision of the collection of communications data, including
judicial authorisation where privileged and confidential material is in
issue or novel and contentious requests are made;

iv. improved supervision of the use of communications data, including in
conjunction with other datasets and open-source intelligence; and

v. a new, powerful, visible and accountable intelligence and surveillance
auditor and regulator.

37. My aim has been to build on the best features of the current regime and to learn from
the practice of other countries. The resulting framework aims not only to satisfy the
majority who broadly accept current levels of investigatory activity and supervision,3*
but to help build trust among sceptics both in the UK and abroad.

38. The opportunity now exists to take a system characterised by confusion, suspicion
and incessant legal challenge, and transform it into a world-class framework for the
regulation of strong and vital powers. | hope that opportunity will be taken.

34 2.27 and 2.34 below.
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PART I: BACKGROUND

Part | of the Report (BACKGROUND) establishes the context for the
Review, explores the central concept of privacy and considers both
current and future threats to the UK and the challenges of changing
technology.

e Chapter 1 (INTRODUCTION) sets out the scope, aims and
methodology of the Review.

e Chapter 2 (PRIVACY) looks at the importance of privacy for
individual, social and political life. It charts attitudes to privacy and
surveillance as they have evolved over time and as they have
recently been captured in court judgments and in survey evidence
from the UK and elsewhere.

e Chapter 3 (THREATS) looks at the importance of security for
individual, social and political life. It assesses the threat to the UK
in terms of both national security and crime, and puts it into a long-
term perspective.

e Chapter 4 (TECHNOLOGY) explains the basic technology that
underlies the debate, from changing methods of communication
and new capabilities to encryption, anti-surveillance tools and the
dark net.

14




1.

INTRODUCTION

Genesis of the Review

1.1.

1.2.

1.3.

The Data Retention and Investigatory Powers Act 2014 [DRIPA 2014] completed its
parliamentary passage in just four days, receiving Royal Assent on 17 July 2014.
Emergency legislation was said to be needed in order to ensure that UK law
enforcement and security and intelligence agencies could maintain their ability to
access the telecommunications data they need to investigate criminal activity and
protect the public. As part of the political agreement that secured cross-party support
for the Bill, the Home Secretary was required (by DRIPA 2014 s7) to “appoint the
independent reviewer of terrorism legislation to review the operation and regulation of
investigatory powers”. This Report is the outcome of that Review.

| am required to consider, in particular:
“(a)  current and future threats to the United Kingdom;
(b)  the capabilities needed to combat those threats;
(© safeguards to protect privacy;
(d)  the challenges of changing technologies;
(e) issues relating to transparency and oversight;

()] the effectiveness of existing legislation (including its proportionality) and
the case for new or amending legislation.™

The Review was to be completed so far as reasonably practicable by 1 May 2015,
and a report sent to the Prime Minister as soon as reasonably practicable after
completion.? This report is up to date to 1 May 2015, and was sent to the Prime
Minister on 6 May 2015. On receipt, the Prime Minister is obliged to lay a copy of the
Report before Parliament, together with a statement as to whether any matter had
been excluded from it on the basis that it seemed to him to be “contrary to the public
interest or prejudicial to national security”.

Context of the Review

1.4.

a A W N P

Data retention and extraterritoriality
The two matters said to justify the emergency passage of DRIPA 2014 were:

(@) the April 2014 ruling of the Grand Chamber of the Court of Justice of the
European Union [CJEU] in the Digital Rights Ireland case,* [Digital Rights
Ireland], declaring invalid the EU Data Retention Directive® which provided

DRIPA 2014, s7(2).

DRIPA 2014, s7(3)(4).

DRIPA 2014, s7(5)(6).

Joined Cases C-293/12 and C-594/12 Digital Rights Ireland and Seitlinger and others, EU:C:2014:238.
Directive 2006/24/EC: [EU Data Retention Directive].

15



1.5.

1.6.

10
11

CHAPTER 1: INTRODUCTION

the legal basis for UK Regulations requiring service providers® to retain
communications data for law enforcement purposes for a specified period;’ and

(b) the need to put beyond doubt the extraterritorial effect of warrants,
authorisations and requirements relating to interception and communications
data, so that they could for example be served on overseas service providers.

These matters were addressed in DRIPA 2014 ssl and 4, respectively. Other
technical and definitional changes were made by the Act. According to its Explanatory
Memorandum, the purpose of DRIPA 2014 was “not ... to enhance data retention
powers”, but rather to preserve pre-existing capabilities.®

In recognition of the very short time available for debate, DRIPA 2014 contains a
“sunset clause” which provides for its operative provisions to expire at the end of
2016.° Ministers and Shadow Ministers expressed the hope that the present Report
will assist Parliament’s consideration of whether the data retention and
extraterritoriality powers contained in DRIPA 2014 should be renewed beyond that
date.?

The broader context

But as the wide terms of s7 confirm, the scope of this Review extends well beyond
the provisions of DRIPA 2014. The setting up of the Review reflects a broader political
context, including:

(a) what law enforcement and intelligence bodies had identified as their reduced
coverage of electronic communications, as a consequence of:

° the long-term shift from telephone communications via UK service providers
towards internet-based communications through overseas (especially US)
service providers; and

o other technological changes, including the growth of secure encryption for
internet communications;**

For ease of reference, the term “service providers” is used to refer to: (1) companies which offer
communications services ([CSPs] properly so called), such as BT and Vodafone, (2) companies
providing internet access (commonly referred to as Internet Service Providers [ISPs]), such as AOL,
Virgin Media and Sky (collectively, technical readers will know these two categories as the four lower
levels of the OSI 7-layer model), and (3) companies which operate “over the top” [OTT] of an internet
connection (commonly called OTT providers or applications services providers), such as Facebook
and Twitter. Some CSPs are also ISPs. Some companies offer communications services, internet
access and OTT services (e.g. BT TV, over its own internet service). Reference is made to the
individual category of service provider where necessary. The term CSP is used when referring to both
CSPs and ISPs.

The Data Retention (EC Directive) Regulations SI 2009/859, which were adopted pursuant to the
European Communities Act 1972 [ECA 1972] s2(2). Regulations under the ECA 1972 depend upon
the existence of a valid EU instrument.

Explanatory Memorandum, para 32.

DRIPA 2014 s8.

Hansard, HC Debs, 15 July 2014, Col 714 (Theresa May) and Col 723 (Yvette Cooper).

See further, 4.41-4.65 below.

16



1.7.

12

(b)

(©)

(d)

CHAPTER 1: INTRODUCTION

the Communications Data Bill of 2012, which sought to remedy gaps in that
coverage in a number of ways (some of which had been prefigured under the
previous Government). It was considered in draft by two parliamentary
committees, but never introduced to Parliament as a consequence of
disagreements within the Coalition;

the publication since 2013 of a selection of documents, removed without
authorisation from the US National Security Agency [NSA] by the contractor
Edward Snowden and purporting to describe various capabilities of the NSA
and other agencies, including the UK’'s Government Communications
Headquarters [GCHQ], [the Snowden Documents];'? and

the various consequences of publication of the Snowden Documents,
including:

disquiet and suspicion among sections of the public in the UK and other
countries, prompted in particular by allegations of bulk collection and
analysis of data on a previously unreported scale;

a new emphasis by service providers on customer privacy, reflected in a
qguickening of the trend towards universal encryption and a reduction in
voluntary cooperation with foreign governments;

pleas from law enforcement and security and intelligence agencies for better
cooperation from overseas service providers, and better means of
enforcement against them; and

unprecedented levels of activity from the UK’s supervision mechanisms, in
particular the Investigatory Powers Tribunal [IPT], Interception of
Communications Commissioner's Office [IOCCO] and Intelligence and
Security Committee of Parliament [ISC], each of which has examined and
reported on allegations arising out of the Snowden Documents.

The debate is thus a double-jointed one, featuring arguments for more and for less
capability, for more safeguards and for the removal of limitations that serve no useful
purpose. If it is at times bitterly contested, that is because both sides (with
unguestionable sincerity) see their position as under threat:

@)

Privacy advocates emphasise the growing volume of electronic
communications, as well as their quality, and extended techniques for the
gathering and analysis of them, as lives are increasingly lived online. They
campaign for reduced powers, or at any rate enhanced safeguards, to protect
the individual from the spectre of a surveillance state.

A catalogue of the Snowden Documents placed in the public domain is maintained by the Lawfare
Institute: http://www.lawfareblog.com/catalog-of-the-snowden-revelations/. See also the Snowden
Digital Surveillance Archive: https://snowdenarchive.cjfe.org/greenstone/cqi-bin/library.cgi and The
Electronic Frontier Foundation: https://www.eff.org/nsa-spying/nsadocs.
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(b) The authorities see a decline in the proportion of electronic communications
which they have the ability to access or to make use of, fear the emergence of
channels of communication that cannot be monitored, and seek to redress the
balance with new powers in the interests of national security and the prevention
and detection of crime.

Each sees a future in which they lose control. Privacy advocates look at a world in
which ever more data is produced, aggregated and mined. The authorities fear
developments such as universal default encryption, peer-to-peer networks and the
dark net.

The effect of Snowden

Each of the rival camps is well-entrenched: the Communications Data Bill was being
proposed, and caricatured as a “snoopers’ charter’, before anyone had heard of
Edward Snowden. But the Snowden Documents have transformed the position in a
number of ways.

(a) They have provided material for debate: though the UK Government retains its
strict policy of “neither confirm nor deny” [NCND],*®* some capabilities have
been admitted (notably PRISM, after its acknowledgment by the US
Government, and computer network exploitation [CNE]) and the IPT in
particular has been prepared to review the lawfulness of other programmes
(such as TEMPORA) on the basis of assumed facts.

(b) For privacy advocates, the Snowden Documents have caused them to believe
that investigatory powers are used more widely even than they had suspected,
and provided a nucleus for wide-ranging litigation.**

(c) The opening up of the debate has however come at a cost to national security:
the effect of the Snowden Documents on the behaviour of some service
providers and terrorists alike has, for the authorities, accentuated the problem
of reduced coverage and rendered more acute the need for a remedy.

The international dimension

There is some evidence that reaction to the Snowden Documents was less marked,
and less negative, in the UK than in some other countries.’® But to approach the
debate as though domestic considerations are all that matter is not realistic, for at
least four reasons:

(a) International travel, the global nature of the internet and the ability to tap
international cables means that the use of investigatory powers by UK
authorities inevitably impacts upon persons who are neither British citizens nor
present in the UK.

Though see Belhadj and others v Security Service and other (Case no. IPT/13132-9/H) [Belhadj IPT
Case], judgment of 29 April 2015.

See further 5.35-5.54 below.

See 2.25-2.35 below.
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(b) The safeguards on the use of those powers must be sufficiently strong not only
to satisfy public opinion in the UK, but to persuade governments and overseas
service providers (including particularly in the USA) that they can and should
cooperate with requests for information.

(c) Foraslong as the UK accepts the jurisdiction of the European Court of Human
Rights [ECtHR] and CJEU, its law must conform to the principles of their
jurisprudence, with its strong emphasis on the protection of private
communications, as well as to the constraints of international law.

(d) Whatever solution the UK arrives at may well be influential in other countries.
Nothing should be proposed for the UK that would not be accepted if it were
adopted by other democratic nations.

Scope of the Review

1.10.

1.11.

16

17

Definition of investigatory powers

The “investigatory powers” that | am required to review are not defined in DRIPA 2014,
nor even in the central piece of legislation in this area: the Regulation of Investigatory
Powers Act 2000 [RIPA]. It might have been legitimate to understand the phrase as
encompassing the full range of such powers, including directed and intrusive
surveillance (tailing, bugging), property interference and the use of covert human
intelligence sources [CHIS]. The concept might even be extended further, to cover
surveillance cameras and DNA databases.

I have however approached the task with regard to my initial Terms of Reference,
issued in July 2014, which define the objective of the Review as being

“[tlo review the use of legislation governing the use of communications data
and interception ...”,

with regard among other things to “the effectiveness of current statutory oversight
arrangements”.’® The Security Minister confirmed during the passage of the Bill that
this was the intended scope of the Review.!” Interception and communications data
are governed by RIPA Part I; RIPA Part IV covers codes of practice and scrutiny by
Commissioners and by the IPT. Those are the subjects | have covered in this Review,
though by reference also to statutes other than RIPA, and with an eye to the
comparisons presented by other types of surveillance and spying powers, particularly
when they are used for similar purposes, as for example CNE may be. Some of my
recommendations, if adopted, will affect such powers.

https://www.gov.uk/government/uploads/system/uploads/attachment data/file/330749/Review of Co
mmunications Data _and Interception Powers Terms of Reference.pdf.
Hansard HC Debs 15 July 2014 cols 804, 806.
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Objectives of this Report

Even so limited, DRIPA 2014 s7 presents me with a very broad canvas. In seeking
to cover it, my objectives have been two-fold:

(@) to inform the public and parliamentary debate by providing the legal,
technological and operational context, and by seeking to encapsulate the views
of the main stakeholders; and

(b) tooffer my own proposals for change, based on all the evidence | have heard
and read.

Though | seek to place the debate in a legal context, it is not part of my role to offer a
legal opinion (for example, as to whether the bulk collection of data as practised by
GCHQ is proportionate). A number of such questions are currently before the courts,
which have the benefit of structured and opposing legal submissions and (in the case
of the IPT) the facility to examine highly secret evidence, and which are the only bodies
that can authoritatively determine them.

Deciding the content of the law in this area is for Parliament, subject only to any
external legal constraints; and there are wide issues of principle on which the views
of one individual (or even one committee) could never aspire to be determinative.®
But | am invited to opine on a variety of topics, some of them quite technical in nature,
and hope that by basing my conclusions where possible on evidence, MPs and others
will at least be in a position to judge whether my recommendations are worthy of being
followed.

Not limited to terrorism

This Review overlaps only slightly with my work as independent reviewer of terrorism
legislation.’® In that (part-time) capacity, | report regularly to Ministers and to
Parliament on the operation of laws directed specifically to counter-terrorism, but not
on laws relating to investigatory powers, which are within the competence of others.?
The subject matter of this one-off Review is therefore quite distinct from the normal
work of the independent reviewer.

| would emphasise that:

(a) Investigatory powers vary greatly in their impact. Broad powers of bulk
collection are used by GCHQ to identify threats to national security from vast
quantities of data. But highly targeted communications data requests are used

See e.g. the issue of whether the retention by service providers of data capable of revealing web
browsing history constitutes an acceptable intrusion into privacy, which the Joint Committee on the
Draft Communications Data Bill [JCDCDB] after its own thorough investigation felt compelled to leave
to Parliament: Report of the JCDCDB, HL Paper 79 HC 479, (December 2012) [JCDCDB Report],
para 294.

I remain a Q.C. (self-employed barrister) in independent practice. Full details of the role of
independent reviewer, and of the reports | have produced in the course of it, are on my website:
https://terrorismleqislationreviewer.independent.gov.uk/.

In particular, IOCCO. Other forms of surveillance are reported upon by the Intelligence Services
Commissioner [ISCommr] and by the Office of Surveillance Commissioners [OSC].
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for such relatively straightforward tasks as tracing the maker of a 999
(emergency) call, or a “reverse look-up” to identify any mobile phones
registered to a particular postal address.

(b) Some powers are used (and were always intended to be used) by a wide range
of public authorities, from the National Crime Agency [NCA] to local authorities,
and for a host of purposes including murder investigations, the tracing of
missing persons, the investigation of organised crime, the detection of cyber
crime (including child sexual exploitation and online fraud) and the enforcement
of trading standards.

It would be unfortunate if my association with the review of terrorism laws were to fuel
the common misconception that investigatory powers are designed solely or even
principally to fight terrorism. They have a vital part to play in that fight, as this Report
will set out. But they are properly and productively used both in a broader national
security context (e.g. counter-espionage, counter-proliferation) and in combating a
wide range of other crimes, most of them more prevalent than terrorism and some of
them just as capable of destroying lives.

Structure of this Report
The structure of this Report should be evident from the Contents. In summary:

(@) Part | introduces the task, explores the central concept of privacy and
discharges my statutory function of reviewing “current and future threats to the
United Kingdom” and “the challenges of changing technologies”.?*

(b) Part Il explains the current position, touching on legal constraints before
summarising existing powers and how they are used by the authorities. It also
seeks to provide some alternative reference points by looking at other types of
surveillance by public authorities, the laws of other countries and the use of
communications data by private companies.

(c) Partlll seeks to summarise the views expressed to the Review by the four main
groups which submitted evidence to the Review: law enforcement, intelligence,
service providers and civil society.

(d) Part IV explains and sets out my recommendations for change. Drawing on
previous parts of the Report, it incorporates my conclusions on “the capabilities
needed to combat those threats”, “safeguards to protect privacy”, “issues
relating to transparency and oversight” and “the effectiveness of existing
legislation (including its proportionality) and the case for new or amending
legislation”.??

DRIPA 2014, s7(a)(d).
DRIPA 2014, s7(b)(c)(e)().
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Other reviews
The initial terms of reference state that my Review will take account of:

“the findings of the [JCDCDB], RUSI Review, the ISC Privacy and Security
Inquiry and administrative and resource impacts”.

Of the three bodies there mentioned:

(@) The JCDCDB reported on 11 December 2012, in the JCDCBC Report: | refer
its findings in Chapters 4, 8, 9, 14 and 15, below.

(b) The ISC produced its report [ISC Privacy and Security Report] on 12 March
2015.%2 In keeping with the functions of the ISC, that report is limited to the
activities of the security and intelligence agencies; but it made some far-
reaching recommendations, including for the drafting of a bespoke new law to
cover all intelligence agency activity.

(c) The Royal United Services Institute [RUSI] Independent Surveillance Review
[the RUSI Review] announced by the Deputy Prime Minister on 4™ March
2014, has not yet reported.

According to the same terms of reference, this Report is to mark the end of the first
phase of a Review that will be carried on by a Joint Committee to be established in the
next Parliament. | have no doubt that the RUSI Review, and all other relevant material,
will be given due weight during the second phase.

Working methods

1.20.

1.21.
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| issued a formal call for evidence in July 2014, on my website and via twitter, which
was supplemented by a number of specific requests and attracted written
submissions (sometimes on a repeated basis) from 67 individuals, NGOs, service
providers, individuals, regulators and public authorities. Most in the latter category
are classified because of operational sensitivities; but the submissions that | have
consent to publish may be found on my website.”* Almost without exception | have
found them useful, informative and thought-provoking.

| followed up many of the submissions orally and have held meetings with a wide
range of interlocutors in the UK.?° | have benefited from the wide range of expertise
presented at Wilton Park meetings in October and November 2014, which provided a
unique opportunity for dialogue between people with very different perspectives, and
from conferences organised by the Bingham Centre for the Rule of Law and by
JUSTICE. | made productive trips to Berlin, San Francisco and Silicon Valley,
Washington DC and Ottawa, all in December 2014, and to Brussels in January 2015.

Privacy and Security: A modern and transparent legal framework, HC 1075, (March 2015).
https://terrorismleqislationreviewer.independent.gov.uk/.

In keeping with the mode of operation of the independent reviewer of terrorism legislation, and in order
to achieve maximum frankness from those to whom | spoke, those meetings were confidential and not
formally minuted. They included several meetings with and fact-finding visits to the Security Service
[MI5], the Secret Intelligence Services [MI6] and GCHQ.
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Full lists of all those who made written submissions to the Review, and of the
organisations (and in some cases individuals) with whom | have spoken, are at Annex
3 and Annex 4 to this Report.

In addition, the ISC shared with me the entirety of the extensive closed evidence that
it took as part of its own Privacy and Security Review, and | have seen the confidential
parts of the ISC’s report as well as of the reports of IOCCO and the ISCommr. Much
highly classified material was volunteered to me, and nothing that | asked to see,
however sensitive or secret, was withheld from me.

| was fortunate to recruit to the Review team two barristers (Tim Johnston and Jennifer
MacLeod), a solicitor (Rose Stringer) and a former civil servant (Robert Raine CBE),
each of whom, despite other commitments, has given substantial time and effort to
the Review, greatly extending its reach and helping to ensure its quality. Dr Bob Nowill
agreed to act as technical consultant: he has explained much and saved me from a
number of errors. Commissioners, judges, academics, lawyers, non-governmental
organisations [NGOs], technology experts, retired civil servants and others from
across the world have been generous with their help: they have done much to
challenge and influence my views. Eric King, Tom Hickman, Ben Jaffey and Jo Cavan
each commented on one or more draft Chapters dealing with technology, law and
practice. None of the above should be associated with any of the views expressed in
this Report, which (like any factual errors) are my responsibility alone.

Terminology

1.24.

Lists of the acronyms and definitions used in this Report are at Annex 1 and Annex 2
respectively.

Treatment of classified material

1.25

1.26

1.27

26

27

It is my practice when reviewing the terrorism laws to produce a single, open report
which can be shared with Parliament and public without the need for redactions. |
have followed the same approach in this report. My aim was to ensure that the Prime
Minister would not be called upon to use his power of exclusion under DRIPA s7. To
that end | have shared parts of my draft report with the Government in advance, for
the purpose of ensuring that national security-sensitive passages could be identified
and, by negotiation or agreement, rendered acceptable for public release.

In a few respects (e.g. the bulk collection case studies at Annex 9), this Report contains
material that security and intelligence agencies have not previously put into the public
domain. But it has not been possible to deal in the pages of this Report with everything
that is relevant to the Review.?®

I have emphasised in my Recommendations the importance of transparency, of public
avowal, and of backing all capabilities with accessible and foreseeable legal
provisions.?” More broadly, my conclusions have been arrived at on the basis of all

This will not be surprising to any reader of the ISC’s Privacy and Security Report: the existence of
classified material relevant to its subject and to mine is indicated by the frequent use of asterisks.
See in particular Recommendations 3-5, 8-10 and 121-124.
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the information | have myself received: both that which can be disclosed and that which
cannot. But it is only fair to point out that (as would no doubt be expected) there are

matters relevant to this Review that cannot be referred to in public and that | have
therefore not referred to at all.
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2.

PRIVACY

Introduction

2.1

2.2.

The exercise of investigatory powers impinges on a variety of human rights and
interests, including (as will be seen) freedom of expression, freedom of assembly and
the peaceful enjoyment of property. At the root of them are concepts which have been
described in international human rights instruments as “the right to respect for ...
private ... life, home and communications” and “the right to protection of personal
data”.! The catch-all word “privacy” is often used, and will be used here, as an
imprecise but useful shorthand for such concepts.

The UK public and courts are sometimes said to be less protective of privacy than
their counterparts elsewhere: a proposition that | examine at 2.26-2.35 below. But as
has been pertinently remarked:

“A public that is unable to understand why privacy is important — or which lacks
the conceptual tools necessary to engage in meaningful debates about its
value — is likely to be particularly susceptible to arguments that privacy should
be curtailed.”

This Chapter seeks to look under the surface of what we call privacy, in order better to
understand the reasons why investigatory powers need to be limited and to inform the
debate on the form that such limitations should take.

The evolution of privacy

2.3.

It has been claimed that privacy is a “modern” concept, a “luxury of civilisation”,
unknown (and unsought) in “primitive or barbarous” societies.® But ideas of privacy,
including the relative freedom of the home from intrusion, are set out in the Code of
Hammurabi of Ancient Babylonia, the laws of Ancient Greece and Rome and of
Ancient China.* References are found to privacy in a range of religious texts, including
the Bible, the Koran, and Jewish law.> Anthropologists have suggested that the need
for privacy, while sensitive to cultural factors, is not limited to certain cultures. Rather,
most societies regard some areas of human activity as being private, even if there are

European Union Charter of Fundamental Rights [EU Charter], Articles 7 and 8, a formulation updated
from that in the European Convention of Human Rights [ECHR], Article 8, which is “the right to respect
for ... private ... life ... home and correspondence”. On these instruments, see further 5.12-5.23 and
5.57-5.58 below.

B. J. Goold, “Surveillance and the Political Value of Privacy”, Amsterdam Law Forum (2009) (“Goold”).
See EL. Godkin, “The Rights of the Citizen: To His Reputation”, (1980) 8 Scribner's Magazine 58, p. 65;
and R. Posner, “An Economic Theory of Privacy”, (1978) AEI Journal on Government and Society, 19,
p. 20.

See A. Rengel, Privacy in the 215t Century, 2013, (“Rengel’), p. 29; Samuel Dash, The Intruders:
Unreasonable Searches and Seizures from King John to John Ashcroft, 2004 (“Dash”), pp. 8-10.

See Rengel, p 29, and Dash, pp. 8-10.
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differences concerning what or how much is private;® and humans need privacy to
develop into adults, court, mate and rear offspring.’

Perspectives on privacy

2.4,

2.5.

2.6.

2.7.

10

11

12
13

The elements of privacy are strongly interlinked, and subject to no academic
consensus. Inthe words of one scholar, privacy is “a value so complex, so entangled
in competing and contradictory dimensions, so engorged with various and distinct
meanings, that | sometimes despair whether it can be usefully addressed at all”.8 It
may however be useful to refer to a number of formulations that are of relevance to
the subject-matter of this Review.

A classic formulation of privacy is the right to be let alone,® once proclaimed to be
the “most comprehensive of rights and the right most valued by civilized men”.° This
right has been associated with human dignity,** with the notion of the “inviolate
personality” and with the need for beliefs, thoughts, emotions and sensations to be
protected from unwanted prying.*?

The same principle can be expressed in terms of a positive right to conceal or hide
information about ourselves. The idea of a “sphere” or zone in which privacy should
be assured can be extended by the idea that we operate in different spheres in
different situations: see for example the approach of the Canadian Supreme Court,
which has identified three broad types of privacy interest — territorial, personal and
informational — in respect of which different expectations and rules may apply.*3

Privacy can also be understood in terms of control. Since knowledge is power, the
transfer of private information to the state can be seen as a transfer of autonomy and
of control. Even if the information is never actually read — for example, an electronic
communication which was obtained pursuant to a bulk data collection exercise but not
selected for scrutiny — the fact that it could be read may be seen as placing control in
the hands of the state. Control may also be transferred when information is given to
an online service provider, though with the distinguishing factors that consent is
required (nominally, at least) and that service providers, while they may use or sell
the data within the limits of their terms and conditions, lack the coercive powers of the
state.

See the discussion in Rengel, p. 28.

See Rengel, p. 28 and D. Solove, “Conceptualizing Privacy”, (2002) 90 Cal.L.Rev. 10987 (“Solove”).
Nagel has argued that it is our desire for privacy that separates us from other animals; T. Nagel,
“Concealment and Exposure”, (1998) Philosophy & Public Affairs, Vol 27 No 1 pp. 3-30, (“Nagel”) p. 18.
R. C. Post, “Three Concepts of Privacy”, (2001) 89 Geo. L.J. 2087.

S. Warren & L. Brandeis, “The Right to Privacy”, (1890-1891) 4 Harv. L. Rev. 193, p. 205.

Brandeis J dissenting in Olmstead v United States, 277 US 438 (1928), p. 478, later upheld by Katz v
United States 389 US 347 (1967).

See E. Bloustein, “Privacy as an Aspect of Dignity: An Answer to Dean Prosser”, (1964) 39 NYU L. Rev.
962 (“Bloustein”) p. 974.

As enumerated by Brandeis J in Olmstead v US.

R v Spencer, [2014] SCC 43 (CanLll), para 35 et seq.
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Why is privacy important?

2.8.

2.9.

2.10.

2.11.

2.12.
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Intrusions into privacy have been compared, compellingly, to environmental damage:
individually their impact may be hard to detect, but their cumulative effect can be very
significant.** It is all the more important, therefore, to appreciate precisely why privacy
matters, and how intrusions into it can damage the ecosystem that privacy helps to
support.

A good start is provided by the recent judicial description of privacy protection as “a
prerequisite to individual security, self-fulfilment and autonomy as well as to the
maintenance of a thriving democratic society”.*> As that statement implies, the privacy
ecosystem has individual, social and political aspects.

First, privacy enables the expression of individuality. Without privacy, concepts
such as identity, dignity, autonomy, independence, imagination and creativity are
more difficult to realise and maintain.’® Privacy allows us to think and create in
freedom, to choose how we love and with whom we share: it enables the “sheer
chaotic tropical luxuriance of the inner life” to flourish.!’ It facilitates an inner sanctum
that others must respect. It grants us the freedom to function autonomously, without
our every action being observed (or countermanded) by others. Of course, if we
choose to express our individuality in criminal or anti-social ways, privacy can facilitate
that too.

Secondly and relatedly, privacy facilitates trust, friendship and intimacy: qualities
that allow us to relate freely to each other and that form the essential basis for a
diverse and cohesive society.’® Conversely, surveillance has been shown to lead to
self-censorship!® and the suppression of certain behaviour,?® though once again, anti-
social as well as pro-social behaviour may be suppressed by surveillance.

Thirdly, privacy is necessary for the securing of other human rights, ranging from
the freedom of political expression to the right to a fair trial. Just as democracy is
enabled by the privacy of the ballot box, so the expression of dissenting views is
enhanced by the ability to put them across anonymously:??> the ability of a
whistleblower to reveal state misconduct and of a journalist to report it requires an
assurance that the journalist’s sources will not be made known to the state.?® There

See J. Angwin, Dragnet Nation: A quest for privacy, security and freedom in a world of relentless
surveillance, 2014, (“Angwin”).

R v Spencer, para 15, summarising the effect of previous cases in the Supreme Court of Canada.

See Solove, p. 1145, and C. Fried, “Privacy”, (1968) 77 Yale LJ 475, discussing love, friendship and
trust.

Nagel, p. 4.

Goold; R. Post, “The Social Foundations of Privacy: Community and Self in the Common Law Tort”,
(1989) 77 Cal. L. Rev. 957.

See J. Kang, “Information Privacy in Cyberspace Transactions”, (1998) 50 Stan. L. Rev 1193, p. 1260.
A. QOulasvirta et al, “Long-term Effects of Ubiquitous Surveillance in the Home”, Ubicomp’ 12, 41.

To take a practical example, whether a person reports or owns up to scraping another vehicle in a car

park might depend on whether the incident is thought to have been recorded by CCTV.

This phenomenon long predates the internet age: see for example William Prynne’s anti-prelatical
pamphlet “Newes from Ipswich”, issued in 1636 under the name of Matthew White. The use of a
pseudonym and false Ipswich imprint (rather like a Tor exit node: 4.67(b) below) were attempts to
conceal the origin of a work that it was known the authorities would consider seditious.

See further 5.49-51 below.
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can be no fairness in litigation involving the state if one party to it has the ability to
monitor the privileged communications of the other.?* Indeed, Lord Neuberger,
President of the UK Supreme Court, recently suggested that, “at least in many cases”
the right to privacy is “an aspect of freedom of expression”, as when one wishes to do
or say something only privately, it is an interference with expression when one
cannot.”® He noted that this is particularly true of anonymous speech, where an
author’s article 8 (privacy) rights “reinforce” his or her article 10 (expression) rights,
both generally and particularly in relation to confidential speech.?®

Fourthly, privacy empowers the individual against the state. The state’s ability to
monitor communications offers opportunities for manipulation or control, for example
by the publication of truthful yet embarrassing facts or images intended to discredit or
tarnish the citizen; the ability to predict the actions of citizens and to respond to
perceived threats to power; the profiling of dissenters or minority groups; and the
capacity to control the information received or dispensed by the target.?” All these
practices, described by George Orwell,?® were known in totalitarian states from
Eastern Europe to Iraqg, leading to the observation that intrusion on privacy is a
“primary weapon of the tyrant”.?® Echoes of such tendencies have also been observed
(and commendably brought to light) in the United States of America.*°

Privacy: a qualified right

2.14.
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However powerful the need for privacy, it is not (as is, for example, the prohibition
against torture) an absolute right. Just as the interests of public safety and law
enforcement will sometimes have to give way to the right to privacy, so the right to
privacy may need to yield to competing considerations. That is acknowledged in
Article 8(2) of the ECHR, which approves interference by public authorities with the
right to respect for private life and correspondence in circumstances where that
interference is in accordance with the law, necessary and a proportionate method of
achieving specified objectives including the interests of national security, the
prevention of disorder or crime and the protection of health.3!

See further 5.45-48 below.

Lord Neuberger at the Hong Kong Foreign Correspondents’ Club, “The Third and Fourth Estates:
Judges, Journalists and Open Justice”, 26 August 2014.

Lord Neuberger at 5 RB Conference, “What’s in a name? Privacy and anonymous speech on the
Internet”, 30 September 2014.

Frequently cited in this regard is the comment attributed to Cardinal Richelieu: “Show me six lines written
by the most honest man in the world, and | will find enough therein to hang him.”

Nineteen Eighty-Four, 1949.

Bloustein, p. 974.

The Church Committee, a Senate Committee that sat in the mid-1970s, concluded that “too many people
have been spied upon by too many Government agencies and too much information has been collected.
The Government has often undertaken the secret surveillance of citizens on the basis of their political
beliefs, even when those beliefs posed no threat of violence or illegal acts on behalf of a hostile foreign
power”. Reference was made to the careful surveillance of groups deemed dangerous, on the basis of
vague standards, and the use of “unsavoury and vicious tactics”. Famous examples set out by the
Committee include surveillance and thereafter improper pressure being applied to the Women’s
Liberation Movement and Dr. Martin Luther King (including using information obtained to encourage him
to commit suicide, or to destroy his marriage). The Committee also describes the seeking of “political
intelligence” from wiretapping under President Nixon and others, including Watergate: Final Report of
the Select Committee to Study Governmental Operations with respect to Intelligence Activities, 94"
Congress, 2" Session, Report No. 94-755, Book IV, pp. 5-13.

See further 5.21-5.22 below.
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The state has a duty to keep those within its borders safe from criminality. That duty
is generally acknowledged to require some ability to intrude upon private
communications. Where communication channels are unwatched by the state, and
still more when they are incapable of being watched, criminals can act with impunity.
That common-sense observation is reflected in the routine activity theory, a
criminological staple which states that the three necessary conditions for most crime
are a likely offender, a suitable target and — significantly — the absence of a capable
guardian.

Whether such intrusion is appropriate, and if so to what extent, is a matter of fierce
debate: opinions differ, for example, as to whether it is permissible to interrogate the
communications of people not for the time being under suspicion, whether
communications providers should be obliged to retain data that they do not keep for
commercial purposes, and to whom and under what conditions such data should be
made available. Those who mistrust the state tend to argue that such powers should
not exist at all; others accept the powers but emphasise the need for robust
safeguards on their use. The question of trust is thus at the core of the issues to be
considered in this Review: a theme to which | return at 13.1-13.6 below.

But such debates should not be conducted simply on the level of individual versus
state. Any intrusion into privacy is liable to have an impact not only on that
relationship, but on the individual and social aspects of privacy, as summarised at
2.10-2.12 above. Those aspects, though less tangible, are just as important. If we
neglect them, we risk sleepwalking into a world which — though possibly safer — would
be indefinably but appreciably poorer.3?

The position of the UK
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Popular views

There are signs that the UK public is less troubled by surveillance issues than its
counterparts in some other countries (2.25-2.35 below); and that the same distinction
is apparent in the rulings of its courts (2.22-2.24 below).

The need to safeguard privacy against intrusion by the UK Government and its
security and intelligence agencies is widely appreciated in theory. Indeed to a
substantial minority of the population — including many of the campaigners who have
contributed to this Review — it is an issue of the highest importance. But for others, it
lacks practical resonance. It is easy to see the utility of closed circuit television
[CCTV] cameras, DNA databases and communications data in solving crimes,
identifying terrorists and protecting children from sexual abuse. It is harder to put a
concrete value on concepts such as human dignity and the inviolability of the private
sphere, particularly in a country which escaped the totalitarian excesses of the 20™
century (thanks in part to the successes of its security and intelligence agencies),*

The threat of “sleepwalking into a surveillance society” was thought to be a reality by the Information
Commissioner, introducing his Report on the Surveillance Society, (2006): see “Britain is ‘surveillance
society”, BBC news website, 2 November 2006: see further 12.32 below.

To give two well-known examples from World War 1l, the Double Cross counter-espionage system
operated by MI5; and the successes of the Government Code and Cypher School, the forerunner of
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and in which libertarianism remains an insignificant political force. People are
concerned or outraged by isolated uses of surveillance powers, especially by police
or local authorities;** yet on a broader scale, there was a relatively muted reaction to
the publication in 2013-14 of secret documents purporting to reveal the aspirations
and inner workings of GCHQ and its partners.

But attitudes vary widely, both between individuals and over time. An alternative
strand of strong British opposition to state surveillance over private life may be
illustrated by examples from each of the past four centuries:

(a) Viscount Falkland, appointed Secretary of State in 1643, at the height of the
English Civil War, could never bring himself to exercise “the liberty of opening
letters upon a suspicion that they might contain matter of dangerous
consequence”, finding it (according to one of his close associates) “such a
violation of the law of nature that no qualification by office could justify a single
person in the trespass”.®

(b) The 18™ century jurist William Blackstone characterised eavesdropping as an
offence “against the public health of the nation; a concern of the highest
importance”.*® Celebrated cases of the period declared that there was no
power to issue a general warrant for the search of properties, for “if there was,
it would destroy all the comforts of society; for papers are often the dearest
property a man can have”.¥’

(c) In the wake of an 1844 parliamentary enquiry into the interception of letters
addressed to the ltalian patriot Giuseppe Mazzini, the “secret branch” of the
Post Office (which dealt with foreign letters) and the deciphering office were
closed down, with the result that, according to one historian of the period, “[t]o
most intents and purposes, domestic political espionage in Britain stopped
shortly after 1848 ... until the story picks up again in the early 1880s”.3 Patriotic
pride in this state of affairs was expressed by Sir Thomas Erskine May, when
he wrote in 1863:

“Men may be without restraints upon their liberty: they may pass to and
fro at pleasure but if their steps are tracked by spies and informers, their
words noted down for crimination, their associates watched as
conspirators — who shall say that they are free? Nothing is more

GCHQ, in cracking the Enigma codes and so, very probably, shortening the war: C. Andrew The Defence
of the Realm: The Authorized History of MI5, 2010; and R.J. Aldrich, GCHQ: the Uncensored Story of
Britain’s Most Secret Intelligence Agency, 2010.

E.g. the revelation that Bob Lambert, an undercover police officer, tasked to infiltrate an environmental
protest group, fathered a child by one of the protesters, leading to a settlement of £425,000 from the
Metropolitan Police in 2014; see D. Casciani, “The undercover cop, his lover, and their son”, BBC
website, 24 October 2014.

E. Hyde, Earl of Clarendon, The History of the Rebellion, written in 1668-70: Oxford World’s Classics
edn., 2009, pp. 186-187. Falkland was equally resistant to “the employing of spies, or giving any
countenance or entertainment to them”. But the opening of letters continued: “convinced by the
necessity and iniquity of the time that those advantages of information were not to be declined, and
were necessary to be practised”, Falkland “found means to shift it from himself”: ibid.

Blackstone’s Commentaries, Book 4, Chapter XIlI, p. 128.

Entick v Carrington 2 WILS KB 274, 807, pp. 817-818: see further at 5.4-5.8 below.

B. Porter, Plots and paranoia: a history of political espionage in Britain 1790-1988, 1989, pp. 77-81.
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revolting to Englishmen than the espionage that forms part of the
administrative system of continental despotisms. It haunts men like an
evil genius, chills their gaiety, restrains their wit, casts a shadow over
their friendships, and blights their domestic hearth. The freedom of this
country may be measured by its immunity from this baleful agency.”*®

(d) The dystopian society described in George Orwell’s book Nineteen Eighty-Four
was one in which the inhabitants of Oceania live and work in places equipped
with two-way “telescreens”, allowing them be watched at any time, and in which
correspondence is routinely opened and read before delivery. The link between
surveillance and total state control is a central theme of the novel, which after
its publication in 1949 resonated with particular force in the Soviet Union and
Communist Eastern Europe. Phrases such as “Big Brother” and “Thought
Police” remain commonplaces to this day in any debate on surveillance and its
limits.

So generalisation is dangerous. Attitudes will be shaped by experience, personal as
well as national. That is as it should be: tolerance of the need for surveillance rightly
depends both on how useful and on how intrusive it is, as well as on the threat picture
and the degree of risk that society, and its individual members, are prepared to
tolerate.

Judicial approaches

Different concepts of privacy are given prominence in different legal systems. Thus,
the concept of dignity is said to underlie continental, and particularly German, privacy
law, whereas liberty from the state finds more prominence in United States law.*°

The UK — so often positioned midway between the norms of the US and continental
Europe — is in this respect something of an outlier: privacy protection from state
intrusion was given little emphasis by the common law, and has recently been
guaranteed largely under the influence of European legal norms.

Article 8 is now applied domestically under the Human Rights Act 1998 [HRA 1998],
as discussed in detail below (5.13-5.14). However, there is still a striking difference
in emphasis between UK judges and the European courts as regards the degree of
protection to be accorded to privacy. For example:

(@) In a number of cases, unanimous rulings by the highest UK court have been
countermanded by unanimous rulings of the ECtHR upholding privacy rights.*?

T.E. May, Constitutional History of England since the Accession of King George lll, vol. 2, 1863, p.
275.

See J. Whitman, “Two Western Cultures of Privacy”, (2003-2004) 113 Yale LJ 1151.

See 5.11 and 5.17 below.

S v United Kingdom (Application no. 30562/04; judgment of 4 December 2008) (DNA retention: 0-5 in
the judicial House of Lords (0-10 if the lower courts are included) then 17-0 in Strasbourg); Kay v
United Kingdom (Application no. 37341/06; judgment of 21 September 2010) (home repossession: 0-7
then 7-0); Gillan v United Kingdom (Application no. 3158/05; judgment of 12 January 2010) (no-
suspicion stop and search: 0-5 then 7-0). A further case (MAK v UK (Application no. 45901/05;
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(b) In Digital Rights Ireland (5.62-5.78 below), the CJEU was of the view that the
EU Data Retention Directive, which the UK Government had strongly promoted,
entailed “a wide-ranging and particularly serious interference with those
fundamental rights in the legal order of the EU”.*

(c) Inarecent case about the retention of electronic data, Lord Sumption correctly
noted that the ECtHR “has in the past taken exception to the characterisation
of interferences by English courts with private life as being minor”, before once
again so characterising the retention of electronic data by the police on an
individual associated with a political protest group.**

It is hard to think of any other area of human rights law that is characterised by such
marked and consistent differences of opinion between the European courts and the
British judges who in most respects rank among their most loyal and conscientious
followers. To the extent that the law permits, it seems to me that there would be
wisdom in acknowledging and seeking to accommodate such differences, which owe
something at least to varying perceptions of police and security forces and to the
different (but equally legitimate) conclusions that are drawn from 20" century history
in different parts of Europe.

Modern attitudes to privacy
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Attitudes to privacy, surveillance, and investigatory powers are frequently surveyed.*
But the treatment of those surveys requires some care, as results may well be
influenced by a wide range of factors, including recent newsworthy events,* the exact
wording of the question or indeed the identity of the questioner.

Even within the UK, people vary widely in their attitude to privacy. Research by
DEMOS into data sharing places people into different categories, described as:
nonsharers (30% of the population), sceptics (22% of the population), pragmatists
(20% of the population), value hunters (19% of the population) and enthusiastic
sharers (8% of the population).#” These groups have very different views on issues
relating to privacy. Moreover, research has showed that people’s own personal

judgment of 23 March 2010)) (duty of care to parents of children suspected to be subjects of abuse)
was 1-4 then 7-0.

Digital Rights Ireland, judgment at para 65.

R (Catt) v Commissioner of Police of the Metropolis and others [2015] UKSC 9, para 26.

Some of those | have considered are: Special Eurobarometer 359, Attitudes on Data Protection and
Electronic Identity in the European Union, (2011), (“Eurobarometer”); Demos, The Data Dialogue,
(2012), (“Demos”); Wellcome Trust, “Summary Report of Qualitative Research into Public Attitudes to
Personal Data and Linking Personal Data”, (2013) (“Wellcome Trust”); Pew Research Center, “Public
Perceptions of Privacy and Security in the Post-Snowden Era”, (2014) (“Pew, Public Perceptions”); Ipsos
MORI, “Public Attitudes to Science”, (2014), (“lpsos MORI, PAS”); TNS-BMRB Polling 23-27 January
2014, (“TNS-BMRB”); Dr J. F. Rogers, “Public opinion and the Intelligence Services”; (2014) (“YouGoVv”);
Ipsos MORI for ESRC/ONS, “Dialogue on Data: Exploring the public’s views on using administrative
data for research purposes”, (2014) (“Ipsos MORI: ESRC/ONS”); Deloitte, Data Nation 2014: Putting
Customers First, (2014) (“Deloitte”); Ipsos MORI, “Public attitudes to the use and sharing of their data”,
for the Royal Statistical Society, (2014) (“Ipsos MORI: RSS”); and Pew Research Center, “Americans’
privacy strategies post-Snowden” (2015), (“Pew, Privacy strategies”).

It was stated in Ipsos MORI, PAS that the survey may have been influenced by recent NSA leaks and a
trial on phone hacking in the UK.

Demos.
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environment, history and development has a significant effect on their desire or
otherwise for privacy,*® and that attitudes to privacy are highly contextual.*®

In relation to privacy as against the state or public authorities:

(a) Public opinion tends to be more supportive of the use of data where there are
tangible public benefits.>® A TNS BMRB poll in 2014 showed that:

e most people (71%) “prioritise reducing the threat posed by terrorists and
serious criminals even if this erodes peoples’ right to privacy”,

e 66% think that British security and intelligence agencies should be
allowed to access and store the internet communications of criminals or
terrorists;

e 64% back them in carrying out this activity by monitoring the
communications of the public at large; and that

e whereas 60% were very or fairly concerned about social media websites
such as Facebook monitoring and collecting information about their
online activity, and 55% had the same concerns about search engines
such as Google, only 46% and 43% had the same concerns about the
US and UK Governments respectively.>!

Further research shows that people see one of the benefits of surveillance as
enabling the government to protect them against crime, including terrorism.>?

(b) Research by YouGov in 2013 showed that 49% of respondents agreed that the
UK Intelligence Services should be allowed in some circumstances to hack into
calls/emails/text messages of foreign citizens “with no questions asked”, as
against 27% who thought they should not. The equivalent figures for UK
citizens were 43% and 33%.%® Qualitative surveys have however shown
concern about being watched by “Big Brother”.>

(c) Whilst surveys show that the government is trusted more than commercial
companies,® survey participants have expressed concern regarding the

See Nancy Marshall, “Privacy and Environment”, (1972) Human Ecology, Vol 1 No. 2, 92.

See Pew, Public Perceptions; Demos, which showed a greater concern regarding “personal information”
than “behavioural data”; Eurobarometer, which showed particular concern for financial, medical and
national identity number information compared to photos, social networks, websites and tastes and
personal opinions; and Wellcome Trust, which highlighted a number of distinguishing factors, including
the degree of risk if it is misused/stolen, the level of security attached to the data, whether it was
anonymous or personally identifiable data, the value of the data, whether it was extracted by free choice
or compulsion and whether the collector is governmental or private.

TNS-BMRB.

TNS-BMRB.

Wellcome Trust.

YouGov.

See the Wellcome Trust.

See 2.27(a) above, last bullet point, and Ipsos MORI: ESRC/ONS; Deloitte; Eurobarometer. Within the
US government at least, there may also be some differentiation; see Executive Office of the President,
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government’s use of data,®® particularly in terms of profiling or leaks.>” Aligned
with the concepts of privacy outlined above, the public are particularly
concerned about their data being leaked, lost, shared or sold without their
consent.%8

(d) Safeguards appear to be relevant to public levels of trust: where no mention of
safeguards is made the balance of opinion is against data sharing within
government, but with safeguards half are in favour of such sharing.®

Public surveys have shown particularly low levels of trust in relation to phone
companies and ISPs in dealing with data.®® A recent survey showed only between
4% and 7% had high levels of trust in such companies to use their data appropriately.®*
They also show a general lack of confidence in the security of everyday channels,
social media being viewed as the least secure and a landline as the most secure.%?

Some studies show differences in approach by age, although these are not consistent.
Several surveys show that younger people care less, trust organisations more, and
are happier with data collection and use or online surveillance than older
generations.®®* However, the TNS BMRB poll showed that younger people gave a
higher priority to privacy when weighed against security,% and polls in America have
shown that most teenagers take steps to protect their privacy online.®® Again, while
far from conclusive, there is some indication that social class may make a difference:
lower social classes showed greater levels of discomfort in relation to sharing their
data in the Wellcome Trust survey.

The Snowden effect
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The Snowden Documents detailed the alleged extent of surveillance by British and
US security and intelligence agencies. Summarised at 7.6-7.7 below and in Annex 7
to this Report, these materials have influenced some people’s views on the balance
between privacy and security.

Particularly striking in this regard was the realisation of the extent to which
communications were being intercepted in bulk. It was not shocking to discover that
no means of communication is immune: that has been the case for as long as mails
have been opened and spies secreted behind the arras. But because such
techniques were haphazard, risky and resource-intensive, they have generally been
used sparingly, and on a targeted basis. Bulk collection of electronic messages, as

Big Data: Seizing Opportunities, Preserving Values, May 2014, in which law enforcement and
intelligence agencies were ranked low in terms of public trust.

See Ipsos MORI: ESRC/ONS, Deloitte, and Eurobarometer.

See Ipsos MORI: ESRC/ONS, and Deloitte.

Ipsos MORI, PAS; Deloitte; Demos; although it is expected and supported by the public that
governmental administrative data is linked and shared between departments; See Ipsos MORI:
ESRC/ONS.

Ipsos MORI: RSS.

Eurobarometer; Ipsos MORI: RSS.

Ipsos MORI: RSS.

Pew, Public Perceptions.

Wellcome Trust; Eurobarometer; Pew, Public Perceptions; Deloitte.

Wellcome Trust.

Pew Research Center, “Teens and Mobile Apps Privacy”, (2013).
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the Snowden Documents brought home, can be achieved with far less effort and so
brings the potential (if not properly regulated) for spying on a truly industrial scale.

Two US surveys by the Pew Research Center highlight the influence of the leaks:

(@) In the 2014 study, most adults did not agree that it was a good thing for
government to “keep an eye” on internet activity, and adults who had heard
about government surveillance were more likely to think that internet oversight
by government has drawbacks.®® Overall, 80% of American adults agreed or
strongly agreed that Americans should be concerned about the government’s
monitoring of phone calls and internet communications, with just 18%
disagreeing or strongly disagreeing with that notion. According to the authors,
the survey confirmed the “clear trend”from support for collection of data as part
of anti-terrorism efforts to relative disapproval.®’

(b) Inthe 2015 study, over a third of those who had heard of surveillance programs
had taken at least one step to hide or shield their information from the US
Government, with a quarter changing their use “a great deal” or “somewhat”.
However (in apparent contrast to the earlier findings), only 52% were
“somewhat” or “very” concerned about US Government surveillance of
Americans’ data and electronic communications, as against 46% who were “not
very” or “not at all” concerned.®®

Further research undertaken worldwide appeared to show that the Snowden
Documents have “damaged one major element of America’s global image: its
reputation for protecting individual liberties”.*® Older Americans were more likely than
younger Americans to find it acceptable to spy on citizens of other countries, though
Americans in general (perhaps unsurprisingly) were more likely to approve of US
government surveillance of foreign nationals than of US citizens. However, people in
other nations found NSA surveillance of foreign nationals to be more objectionable
than that of Americans.”® Indeed, 71% of respondents in a worldwide study, including
70% of those in Five Eyes countries,” were strongly opposed to the US monitoring
their internet use (with 60% wanting tech companies to secure their communications
to prevent this)."”

Pew, Public Perceptions. A majority of adults disagreed with the statement “it is a good thing for society
if people believe that someone is keeping an eye on the things that they do online”, including 20% who
strongly disagreed. 36% agreed with the statement, including 7% who strongly agreed. Just 23% of
adults who have heard “a lot” about the revelations in the Snowden Documents thought online
surveillance was good for society, compared with 46% of those who had heard less about the
revelations.

Pew, Public Perceptions.

Pew, Privacy Strategies.

Pew Research Center, “Global Opposition to US Surveillance and Drones”, (2014) (“Pew, Global
Opposition”). This reflected changes in attitude of both Americans themselves and the global public.
Pew, Global Opposition.

The US, UK, Canada, Australia and New Zealand: see further 8.40-8.41 below.

Amnesty International, “Global opposition to USA big brother mass surveillance”, (2015) (“Amnesty”).
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Such a change in attitudes is less apparent in the UK:

@)

(b)

(©)

Studies have ranked the UK as one of the countries least concerned by
government “spying” on internet and mobile communications. Along with
France, the UK had the lowest proportion of citizens who were opposed to it
(44%) in a global study in 2015.7

Indeed, a number of studies showed that most people had already assumed
that the type of action alleged in the Snowden Documents was undertaken, and
only 27% were of the view that it was too intrusive.”

Some recent studies have shown support for the use of data to predict and
prevent crimes,’” though others have shown low levels of trust in the UK
Government to use their data appropriately.®

One impact of the leaks in the Snowden Documents in the UK is that they damaged
people’s belief in the safety of their data; with most believing that neither government
nor private companies can now keep their data completely secure.”” But this has not
translated into support for the leaks: in a recent study, only 38% of those polled
believed that “leaks by Julian Assange and Edward Snowden” were justified.’®

Is privacy dead?
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Mark Zuckerberg, the founder of Facebook, stated in 2010 that privacy is no longer a
social norm.” Others have gone further still, declaring it to be dead.®° In the words
of a recent newspaper article:

“We have come to the end of privacy; our private lives, as our grandparents
would have recognised them, have been winnowed away to the realm of the
shameful and the secret. ... Insidiously, through small concessions that
mounted up over time, we have signed away rights and privileges that other
generations fought for, undermining the very cornerstones of our personalities
in the process. While outposts of civilisation fight pyrrhic battles, unplugging
themselves from the web — “going dark” — the rest of us have come to accept
that the majority of our social, financial and even sexual interactions take place
over the internet and that someone, somewhere, whether state, press or
corporation, is watching.”s!

Amnesty.

See TNS-BMRB.

Ipsos MORI, PAS.

Ipsos MORI: RSS; 13% had high trust in the British Government compared to 46% with low trust.
Ipsos MORI: ESRC/ONS.

TNS-BMRB. Interestingly, there was a gender bias highlighted by this study, with more men than women
saying that the revelations would do more harm than good.

“Privacy no longer a social norm, says Facebook founder”, The Guardian, 11 Jan 2011.

E.g. J. Morgan, “Privacy is completely and utterly dead, and we killed it”, Forbes.com, 19 August 2014.
A. Preston, “The death of privacy”, The Observer 3 August 2014.
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But such colourful defeatism seems largely confined to the commentariat: 8 no one |
have heard from suggested that we have come to the end of privacy, or that routine
“watching” of our communications by the state happens or should be accepted.

Reports of privacy’s death have therefore been exaggerated. But it may legitimately
be asked whether the way we live online has changed our attitudes to privacy and
whether, if so, there are implications in this for the proper scope of state investigatory
powers.

Itis hard to resist the proposition that notions of privacy have changed in recent years.
Many of us display an unprecedented willingness to share once-private information
with online contacts, service providers and the general public. For example:

(a) We use free emalil services, despite many of us being aware or suspecting that
the provider makes a profit from using the content of our communications to
direct advertising towards us.

(b) We allow our phones to act as mobile tracking devices, as reliable as any
professional surveillance team, again with increasing awareness that this
information too is liable to be monetised and that it can if necessary be obtained
by the state.

(c) Many of us post intimate observations on Twitter and photographs on apps
such as Instagram, to a potentially infinite number of recipients worldwide.

(d) We accept (generally without reading them) terms and conditions which allow
our data to be used, at the discretion of the service provider, for a bewildering
variety of purposes.

(e) We are becoming increasingly aware of the ease with which we can be
identified or profiled by anyone who chooses to combine different datasets.

(H By clicking “Accept”, we may even enable our data to be sold to (via a data
broker) or shared with the governments of the UK or of other countries.

In the words of the well-known cryptographer and writer Bruce Schneier, “The bargain
you make, again and again, with various companies is surveillance in exchange for
free service.”®

But all this does not mean that privacy can no longer be protected, or that attempts to
regulate state power should simply be abandoned. Four observations may be
appropriate here.

First, the disastrous consequences that can follow from the over-sharing of private
information on social media are becoming more widely known, whether in the form of
cyber fraud, sexual grooming, so-called “slut-shaming” or online bullying. It should

Which is itself polarised: see Pew Research Center, “Digital Life in 2025: the Future of Privacy”, (2014),
which sets out the broad views of privacy experts.
B. Schneier, Data and Goliath, 2015, chapter 1. See, generally, 8.65-8.104 below.
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not be assumed that privacy norms which have moved so rapidly in recent years are
now immutable, or that the direction of travel will not reverse. Indeed, Facebook itself
in December 2014 sent an update to users promoting its new “Privacy Basics” service,
noting that “protecting people’s information and providing meaningful privacy controls
are at the core of everything we do”.84

Secondly, it is clear that most people do care about their privacy, however defined,
and take steps to preserve it online.®® |If those steps are ineffective, consumer
protection law should be doing more to ensure that only informed consent to the
sharing of their data will suffice.8® Moreover, it is false to assume that there is one
standard of privacy that attaches to all electronic communications: people treat
different types of information as entailing different levels of privacy (2.26 above), and
users of various platforms are mindful of the extent and degree to which that
information is available to others.®’

Thirdly, the trend away from privacy is counterbalanced by the spread of encryption.
Companies make a selling point out of assuring their customers that (as in the case
of modern iPhones), not even the provider of the phone will be able to decrypt its
contents.%8

Finally, the distinction between the activities of service providers and those of the
state, though sometimes elusive, is nonetheless real. The state has a duty to protect
its citizens. Pursuant to that duty, it asserts the right to intercept communications or
collect data without consent, and to use that information for the purpose of depriving
persons of their liberty. These powers are asserted, furthermore, even in relation to
people in respect of whom there is no reasonable suspicion that they have committed
any crime.

Recent changes in privacy norms are not without relevance: they may for example
have a bearing on whether there is a reasonable expectation of privacy in a particular
type of data at a particular time. They do not however amount to any sort of argument
for dispensing with constraints on the government’s collection or use of data. Indeed
as more of our lives are lived online, and as more and more personal information can
be deduced from our electronic footprint, the arguments for strict legal controls on the
power of the state become if anything more compelling.

Facebook update, 20 December 2014.

See Big Brother Watch/ComRes, Global Attitudes to privacy Online, October 2013 (“BBW/ComRes”).
See further 8.85-8.88 below. In the BBW/ComRes survey, 65% of consumers believed that national
regulators should do more to force Google to comply with regulations on online privacy and data
protection.

See A. Watts, “A Teenager’s View on Social Media”, 2 January 2015.

See the Privacy section on the Apple website: https://www.apple.com/privacy/government-information-

requests/.
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Introduction

3.1

3.2.

3.3.

| am specifically directed by DRIPA 2014 s7 to consider “current and future threats to
the United Kingdom”, of the sort which the capabilities under review could be useful
in addressing. The UK faces a diverse range of security threats, from a wide array of
perpetrators, including terrorism, organised crime, espionage from hostile states and
cyber threats. All of these contribute to a multi-faceted national security threat, to
which the threat from crime adds a further dimension.

The calibration of response to threat is far from an exact science, not least because
the perceived severity of a threat depends on the fear that it evokes as well as on its
potential for harm. Some harm may be neither tangible nor immediate: for example,
long-term damage to the UK’s economic wellbeing, or a reduction in the UK’s ability
to act globally and achieve its international objectives. Such impacts are harder to
observe and to quantify than violent attacks. They may never come into the public
eye or receive widespread publicity. But without some notion of all these threats, it is
hard to pronounce on the extent to which intrusive powers are needed.

| received a great deal of evidence from the Government, law enforcement and the
security and intelligence agencies on the threats faced today and likely to be faced in
the future. For the purposes of this short summary, | have grouped them under two
headings: national security threats and crime and public safety. But before turning to
the detail, | make two preliminary points.

The threat in perspective

3.4.

3.5.

No one doubts the gravity of the threats that are faced by the UK and its inhabitants,
or the capacity of those threats both to take life and to diminish its quality.! But it is
generally a mistake (though a surprisingly common one) to describe threat levels as
“‘unprecedented”. Two points need to be kept in mind:

(a) Events capable of taking life on a massive scale are a feature of every age and
every stage of development.?

(b)  Whilst some of the threats faced at any given time will be realised, others will
not.

The last point was well made by Jonathan Evans (now Lord Evans of Weardale) in a
public speech as Director of MI5:

“Those of us who are paid to think about the future from a security perspective
tend to conclude that future threats are getting more complex, unpredictable
and alarming. After a long career in [MI5], | have concluded that this is rarely

| am grateful to Ray McClure, uncle to Fusilier Lee Rigby, for his thoughtful submission to the Review.
The Black Death probably killed at least a third of the population of Europe in the years after 1346. As
to violence, Steven Pinker of Harvard University has warned against “historical myopia”, and claimed
that “nostalgia for a peaceable past is the biggest delusion of all”: The Better Angels of our Nature
(2011), pp. 233, 838.
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in fact the case. The truth is that the future always looks unpredictable and
complex because it hasn't happened yet. We don’t feel the force of the
uncertainties felt by our predecessors. ... At least some of the areas of concern
that | have highlighted tonight may turn out to be dogs that don’t bark. ... On
the other hand, the dog you haven’'t seen may turn out to be the one that bites
you.”

The moral is not that threats ought to be ignored: on the contrary, any credible threat
should be guarded against. The point is, rather, that claims of exceptional or
unprecedented threat levels — particularly if relied upon for the purposes of curbing
well-established liberties — should be approached with scepticism.

The importance of good order

3.7.

3.8.

3.9.

It was said in Chapter 2 that privacy is a prerequisite to individual security, self-
fulfilment and the maintenance of a thriving democratic society. So indeed it is: but
each of those things depends more directly still upon the population feeling safe,
secure and confident that the criminal law in all its aspects will be effectively enforced
against wrongdoers.

The point may seem obvious, but by way of illustration:

(@) A person who lives in fear of anti-social behaviour, online harassment,
neighbourhood drug gangs or persistent nuisance calls is patently unable to
experience individual security or self-fulfilment.

(b) The trust in strangers on which civilised society depends is eroded by a
perception that cyber fraud is prevalent, that rogue tradesmen prey on the old
with impunity or that paedophiles flourish in the privacy of their homes.

(c) The threat of terrorist atrocities curtails normal activities, heightens suspicion,
promotes prejudice and can (as the terrorist may intend) do incalculable
damage to community relations.

(d) A perception that the authorities are powerless to act against external threats
to the nation, or unable effectively to prosecute certain categories of crime
(including low-level crime), can result in hopelessness, a sense of injustice and
a feeling that the state has failed to perform its part of the bargain on which
consensual government depends.

For such reasons, the law plainly states that the right to respect for private life and
correspondence can be overridden (where it is necessary and proportionate to do so)
in the interests of national security, public safety and the prevention of disorder or
crime.*

Lord Mayor’s Annual Defence and Security Lecture, Mansion House, (June 2012), para 6.
See 5.16 below.
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National security threats

3.10.

3.11.

3.12.

3.13.

National security is nowhere defined in statute. The Government set out in its 2010
National Security Strategy,® annually updated, what it assesses to be the 15 main
risks. The highest priority risks are in summary:

(a) terrorism, both Islamist and Northern Ireland-related,;

(b) cyber attacks by other states and large-scale cyber crime;

(c) amajor accident or natural hazard which requires a national response; and
(d) an international military crisis between states.

The 11 other risks prioritised by the Government include the exploitation by terrorists
of instability, civil war or insurgency overseas, a significant increase in organised
crime affecting the UK, a significant increase in attempts by terrorists, organised
criminals and carriers of drugs and firearms to cross the UK border and disruption to
the supply of oil, gas or other resources.

In a written statement introducing his latest annual report on progress with the national
security strategy, the Prime Minister highlighted the major risks and threats that
materialised in 2014:

“Islamist extremism, with most lately the emergence of ISIL, is the struggle of our
generation; and we are working closely with international partners to tackle this,
deploying UK Armed Forces to combat the emergence of this senseless, barbaric
organisation. Russia’s illegal actions in Ukraine and conflict in the Middle East
have created instability and uncertainty. Tensions in East Asia have added to the
risks in that region. Sophisticated and targeted cyber attacks continue to cost the
UK economy several billion pounds per year; the dangerous and irresponsible
leaking of sensitive information by Edward Snowden has had far-reaching
consequences. The Ebola virus is wreaking immense damage in West African
nations, and posing a potentially devastating threat to others.”

The strategic response to many of those threats involves the use of covert
investigatory powers. In relation to some of them (terrorism, cyber attacks, organised
crime), the monitoring of electronic communications is a central and growing part of
the response.

Terrorism

The terrorist threat was recently summarised in the annual report on the Government’s
CONTEST strategy.” Reference was made to:

A Strong Britain in an Age of Uncertainty: the National Security Strategy, Cm 7953, (October 2010).
Statement HCWS159 of 18 December 2014, introducing the Annual report on the National Security
Strategy and Strategic Defence and Security Review, (2014).

CONTEST, the United Kingdom'’s strategy for countering terrorism: Annual Report for 2014, Cm 9048,
(March 2015).
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(a) the raising of the UK threat level in August 2014 from “substantial” back to
“severe” (where it had been for most of the period 2006-2011), meaning that
an attack is highly likely;

(b) the 600 or so people with extremist connections to have travelled to Syria and
Irag, some of whom have combat experience and terrorist-related training and
many of whom have already returned to the UK;

(c) the “unprecedented quantity of terrorist and extremist propaganda” that is
fuelling terrorism;®

(d) the continued threat from al-Qaida core, al-Qaida in the Arabian Peninsula and
al-Shabaab;

(e) kidnap for ransom;
(f)  the advocating of attacks by lone operators; and
(g) the continuing threat from Northern Ireland-related and far right terrorism.

678 people in Great Britain (i.e. the UK not including Northern Ireland) were charged
with, and 432 convicted of, terrorism-related offences between September 2001 and
September 2014. The figures for charge and convictions in the year to September
2014 are 77 and 26 respectively.®

A more detailed account of the threat is contained in my own annual report (normally
published in July) on the operation of the Terrorism Acts: recent editions have given
details of the major terrorism prosecutions since 2000 and of the 30 Britons killed by
terrorism overseas between 2005 and 2013. While noting that Islamist terrorism has
afflicted a number of European countries, | expressed the view in 2013 that:

“.. the threat to the United Kingdom — as measured by the number of serious
plots since 2001 and over the past three years — is unfortunately more serious
than the threat to other parts of Europe. That deaths of UK nationals through
terrorism have not been more numerous owes something to luck ... and a great
deal to the capabilities of the intelligence agencies and police.” 1°

In its latest evidence to the Review, MI5 has pointed out some of the recent factors
which reinforce their concerns about the terrorist threat. Terrorist related arrests are
up 35% compared to 2010. The number who have travelled to Syria and undertaken
terrorist training since 2012 is already higher than has been seen in other 215 century
theatres, such as Pakistan/Afghanistan, East Africa and Yemen. The threat posed on

In his evidence of 13 January 2015 to Parliament's Home Affairs Select Committee (HC 933), Rob
Wainwright, the Director General of Europol, described the aggressive and imaginative use of the
internet by terrorists for recruitment and propaganda as an important evolution, necessitating “a closer,
more productive relationship between law enforcement and the technological firms, and also the right
legislation in place to allow the security authorities to monitor suspected terrorist activity online”.

Home Office, Operation of police powers under the Terrorism Act 2000 and subsequent legislation,
(March 2015).

D. Anderson, The Terrorism Acts in 2012, (July 2013), 2.8-2.26, 2.61; The Terrorism Acts in 2013,
(July 2014), 2.18 and 2.21.
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their return comprises not just attack planning but radicalisation of associates,
facilitation and fundraising, all of which further exacerbate the threat. The number of
UK-linked individuals who are involved in or been exposed to terrorist training and
fighting is higher than it has been at any point since the 9/11 attacks in 2001. MI5
regard this aspect of the threat as unprecedented. Some travellers were previously
unknown to MI5.11

The volume and accessibility of extremist propaganda has increased. UK-based
extremists are able to talk directly to ISIL fighters and their wives in web forums and
on social media. The key risk is that this propaganda is able to inspire individuals to
undertake attacks without ever travelling to Syria or Iraq. Through these media
outputs, ISIL have driven the increase in unsophisticated attack methodology seen in
recent months in Australia, France and Canada

MI5 have successfully disrupted two attack plots by lone actors in the past nine
months, both in the late stages of preparation. But MI5 have explained that identifying
such individuals is increasingly challenging, exacerbated by the current limitations in
their technical capabilities, which | discuss later.

Finally, Northern Ireland’s progress towards a post-conflict society is unfortunately far
from complete. A real terrorist threat persists in parts of Northern Ireland, as the
following figures demonstrate:

(@) In the year to February 2015 there were three security-related deaths, 71
shooting incidents and 44 bombing incidents, together with 49 casualties from
paramilitary-style assaults.

(b)  Over the same 12-month period, 230 persons were arrested in Northern Ireland
under the Terrorism Acts, and 37 were charged. 12

(c) Of the 20 dissident republican attacks during 2014, most were unsuccessful.
But the Director General of MI5 has said that “for every one of those attacks we
and our colleagues in the police have stopped three or four others coming to
fruition.”® My own regular visits to Northern Ireland, where | am briefed in detail
by police and security services, give me no cause to doubt that assessment.

The threat level to Northern Ireland from Northern Ireland-related terrorism remains at
“severe”.

Espionage

Espionage did not go away at the end of the Cold War. Hostile states still seek to
gather sensitive intelligence on a wide range of subjects — defence, energy, financial,
technological, industrial and commercial — often to advance their own state
programmes. When they succeed, they disadvantage the UK economically, militarily

Evidence from MI5, April 2015.
PSNI, Security Situation Statistics, 2015.
Andrew Parker, address of 8 January 2015 to RUSI, available on www.mi5.gov.uk, paras 28-29.
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and politically. They recruit human agents and use cyber and technical operations to
target UK interests.

The scale and extent of hostile foreign state targeting of the UK means that the
potential for future damage of UK interests is high and growing. The spread of the
digital world is providing states with many more operational opportunities. The human,
physical and cyber assets used by hostile states are often coordinated to enable or
complement each other. Cyber espionage allows information to be stolen remotely,
cheaply and on an industrial scale at relatively little risk to the hostile state’s
intelligence officers or its agents. Whatever is thought of Edward Snowden’s actions,
they demonstrate the impact that can be inflicted by a single well-placed individual
with wide network access.'*

Cyber threats

A range of hostile actors make use of cyber methods, including online criminals,
fraudsters, or money launderers; terrorists threatening violent attacks or disruption of
public services and websites, and hostile states conducting cyber espionage to steal
information covertly. In many respects the proliferation of online technologies and our
increasing reliance on the internet in our day to day lives, and to conduct business,
has created a rich pool of opportunities for those seeking to harm UK interests, and
has lowered the bar to entry to some actors by providing a cheap, convenient, and
deniable way of conducting their activities. | was told of repeated attacks by hostile
foreign states on UK Government and industry.

Crime and public safety

3.22.

3.23.

3.24.

14
15

Recorded crime has fallen dramatically in recent years: the Crime Survey for England
and Wales [CSEW] recorded a total of 7 million crimes committed against resident
adults in the year to September 2014, as against 19 million in 1995.1* There have
been similar trends across the western world. Such figures do not, however, tell the
whole story.

Organised crime

Organised crime was estimated by the NCA to be worth £24 billion in 2013, and be
perpetrated by 5,800 active organised crime groups in the UK comprising around
40,600 individuals. It includes trafficking and dealing in drugs, people, weapons and
counterfeit goods; sophisticated theft and robbery; fraud and other forms of financial
crime. It also includes organised child sexual exploitation. Much organised crime is
conducted online or is cyber-enabled.

In some ways organised crime is more complex than terrorism. It is characterised by
violence or its threat and but also often depends on the assistance of corrupt,
negligent or complicit professionals, notably lawyers, accountants and bankers.

Evidence from MI5, April 2015.
Office for National Statistics [ONS], A stocktake of crime statistics in England and Wales, January 2015.
The ONS describes the CSEW as “a valuable measure, on a consistent basis, of trends over time”.
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Organised crime is international in nature; and through sophisticated use of the
internet criminals can commit crime in the UK from anywhere in the world.*®

Fraud and cyber crime
Europol commented in late 2014

“In general cybercrime is increasing in scale and impact; while there is a lack
of reliable figures, trends suggest considerable increases in scope,
sophistication, number and types of attacks, number of victims and economic
damage.

Underground forums provide cybercriminals with a nexus for the trade of goods
and services and a hub for networking, creating an organised set of criminal
relationships from an otherwise disparate population.”’

Attention was drawn to the exploitation by criminals of legitimate features of the
internet  (anonymisation, encryption, virtual currencies), to the increased
sophistication of malware and to the increase of e-commerce related fraud in line with
the growing number of online payments. Europol suggested that the trend towards
cyber crime techniques, even on the part of traditional organised crime groups, “may
reflect how all serious crime will be organised in the future”. The NCA emphasised to
me that the internet has increased the geographical range of organised crime, citing
a recent example of Anglo-Australian criminal collaboration.

Europol’s reference to a lack of reliable figures is borne out in the UK: fraud and cyber
crime are not included in the CSEW headline estimates. As the ONS observed in its
January 2015 “stocktake”:

“Advances in technology and the rise of the internet have provided new
opportunities for criminals to commit crime. This has raised questions as to
whether the fall in conventional crimes, as described above, has simply been
replaced by new types of crime that are not yet well measured by the statistics.”

To illustrate the point, the ONS presented an estimate that 5.2% of card owners were
victims of card fraud in the year to September 2014, as against 1% who suffered theft
from the person and 0.2% who suffered robbery. In a survey of 2000 web users last
year by the Get Safe Online organisation, 51% admitted to having been in some way
affected by online cyber scams, such as fraud, ID theft, hacking, online abuse or
having their computer infected with a virus.*® Work is said to be ongoing to incorporate
measures of fraud and cyber crime into the main CSEW estimates.

Evidence from the Home Office, April 2015.
Europol, The Internet Organised Crime Threat Assessment, (November 2014).
Get Safe Online survey, October 2014.
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Sexual offences and abuse

The overall decrease in crime recorded by the CSEW also masks a rapid increase in
sexual offences, which rose in the year to September 2014 by 22% (partly, it is
thought, because of efforts to reduce under-recording).

The problem of child sexual abuse is said by the National Society for the Prevention
of Cruelty to Children to be much bigger than shown in official statistics, as most such
crimes are neither detected nor reported. A major study estimated that almost 1 in 20
11-17 year olds, and 1 in 200 under-11s, had experienced “contact sexual abuse” by
other children or adults.®

The Child Exploitation and Online Protection Centre [CEOP], an NCA command, has
identified key threats including the online proliferation of indecent images of children,
online sexual exploitation (or grooming), self-generation of indecent images and
transnational child abuse.

CEOP estimates that there were some 50,000 individuals in the UK engaged during
2012 in downloading and sharing indecent images of children, often using
decentralised or peer-to-peer (or P2P) networks. The volume of extreme images has
grown exponentially. The dark net, and the live streaming of child abuse, generally
from the developing world and in exchange for payment, have been identified as new
ways that UK offenders are sexually abusing children.?®

Grooming is another crime greatly facilitated by the internet. Predatory paedophiles
no longer need to hang around the school gate. Social media, instant messaging and
chat are all used, with a significant proportion of reports involving multiple online
environments. CEOP comments:

“The restrained influencing of a child over several months has been largely
replaced by rapid escalation to threats, intimidation and coercion ... a symptom
of the availability of thousands of potential victims online at any one time.”?!

It can lead both to on-line offending (e.g. deceiving children into sending indecent
images of themselves, or engaging in sexual chat or sexual activity over webcam) and
to off-line offending such as meetings for sexual purposes. The director of Europol
has publicly stated that “anonymity provided by TOR [see 4.62(c) below] is used by
people to abuse hundreds of thousands of children throughout Europe with very little
fear of detection and prosecution”.??

L. Radford et al, “Child abuse and neglect in the UK today”, National Society for the Prevention of
Cruelty to Children (2011), Table 1.

CEOP, Threat assessment of child sexual exploitation and abuse, (June 2013). In J. Bartlett, The
Dark Net, (2014), at chapter 4 there is a revealing interview with a paedophile who was drawn to
increasingly extreme material by the ease and anonymity of online access.

Ibid.

R. Wainwright, “Cybercrime and the challenges for law enforcement”, address to LIBE Committee of
the European Parliament, (11 November 2014).
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Non-police enforcement
Not all crime is dealt with by the police or the NCA. For example:

(@) Her Majesty’s Revenue and Customs [HMRC] and the Home Office’s
Immigration Enforcement branch deal with serious organised crime as well as
localised and individual enforcement matters. The cost to the UK from
organised attacks on the tax regimes administered by HMRC was estimated at
£4.7 billion in 2011-12.23

(b) Local authorities and specialist agencies deal with many other crimes and
dangers to public safety including the regulation of gambling, benefits fraud,
trading standards, gangmasters and environmental protection.?*

These are all areas that will need to be addressed for the foreseeable future and, so
long as these specialised agencies and other authorities are required to be
investigatory and enforcement bodies, they will need the powers to undertake their
task effectively.

Public safety

Public safety, especially dealing with missing and vulnerable persons, is a very
significant area of police activity. It is also one that places a high demand for
communications data to help in the location and identification of such people.

In Great Britain the police dealt with an average of 838 missing person reports every
day in 2012-13.2 Some 6% of all communications data requests during the survey
conducted by the Association of Chief Police Officers [ACPO] in 2012 related to
investigations into missing or vulnerable people.?®

Conclusion

3.36.

3.37.

23
24

25
26

Investigatory powers, often of a rather basic nature, may assist in the detection and
investigation of any crime that is prefaced or followed by electronic communication,
whether it is a drugs importation arranged by telephone or a stolen item advertised on
eBay.

More complicated, and serious, are the problems posed by internet-enabled crime.
Though a historic force for good, the internet has complicated and magnified the threat
in a number of ways:

(@) providing a new platform for some crimes (fraud, sexual grooming);

Submission received from HMRC.

For example, Ofcom told me that in the three years to December 2014, among many other regulatory
functions, it conducted 2,753 investigations into offences such as unlicensed broadcasting and the
placing on the market or putting into service of apparatus liable to cause harmful interference to users
of the spectrum.

Missing persons: data and analysis 2012-13, NCA (November 2014).

Submission received from ACPO.
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(b) facilitating the spread of others (terrorist propaganda, indecent images);

(c) creating completely new opportunities for criminality and aggression (malware,
denial of service attacks); and

(d) allowing almost infinitely various channels for worldwide communication, some
of them highly secure, to be used by criminals.

As the Director of Europol said to Parliament’'s Home Affairs Select Committee in
January 2015:

‘[Nt is quite clear that we have a pressing and, indeed, rising challenge to deal
with highly encrypted communications online that are managed through the
space of the darknet, which are effectively out of the reach of law enforcement
authorities — not in every case, but in an increasing proportion of those cases.
It is fair to say that the scope that the police have to monitor communications
in the offline world is greater than it is in the online world. Given that a majority
of those communications run by these networks are moving online, there is a
security gap there. To what extent it should be plugged by the right and
balanced legislation is for others to judge but | do think it is one of the most
pressing problems that police face across Europe.”?’

If such threats are to be effectively countered, no-go areas for law enforcement must
be kept to a minimum. As Sir lain Lobban, Director of GCHQ, said of online criminals
in his valedictory address:

“We have to enter that labyrinth to find them.”?8

| examine how that can best be achieved, and the necessary accompanying
safeguards, in later parts of this Report.

Rob Wainwright, oral evidence of 13 January 2015 (HC 933).
Valedictory speech at the Cabinet War Rooms, (Oct 2014).
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Introduction

4.1.

4.2.

4.3.

Any new law — at least if it is to last as long as RIPA has done — must be couched in
technology-neutral language. But that fact cannot alter the need for those who debate
that law to have at least some understanding of the relevant technology.

Different participants in the debate rely on the fact and nature of technological change
to promote their arguments. Thus:

(a) Privacy advocates point out that as lives take place increasingly online, the
potential for electronic surveillance, and its intrusiveness, are growing
exponentially.

(b) Law enforcement and intelligence refer to factors such as the fragmentation of
providers, concealment of identity and growth of encryption to emphasise the
existence of ungoverned spaces, and point to a growing “capability gap”.

It is plain that the utility and intrusiveness of new and existing investigatory powers
can also be evaluated only on the basis of a sound technical understanding.

This Chapter is compiled entirely from open-source material. Its purpose is to outline,
in layman’s terms, some of the basic technological concepts and developments that
underlie the legislative debate. It lays no claim to technical authority (though it has
been reviewed by technical experts). The lightning pace of change means that it is
likely to be in some respects out of date almost immediately. Nonetheless, | hope it
may be of value to those who must wrestle with the policy issues in this Report.

Changing methods of communication

4.4

4.5.

Ours is not the first age to make revolutionary claims for new technology. A fictional
professor spoke in 1988 of “the three things which have revolutionised academic life
in the last twenty years” as being “jet travel, direct-dialling telephones and the Xerox
machine”, adding that with those, “you’re plugged into the only university that really
matters — the global campus.”™ But changing methods of communication since that
time, and in particular the growth of the internet, have eclipsed even those
developments in their long-term significance.

From landlines to smart phones

As recently as 1989, letters and landlines were the main methods of communication.?
By 2014, fewer than three in ten 16-24 year olds used a landline during a week. 16%
of UK households do not have one, and the latest UK Communications Infrastructure

D. Lodge, Small World, 1988, pp. 43-44, cited by S. Pinker, The better angels of our
nature, 2011, p. 214.

Save where otherwise stated, the facts in 4.5-4.10 are taken from Ofcom’s Communications Market
Reports of August 2011 and August 2014, and from its Infrastructure Report of December 2014.
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Report suggests the increasing use of internet telephony may eventually lead to the
landline network (the public switched telephone network) being turned off.

The mass uptake of digital technology is progressing at extraordinary speed:

(a) In 2014, 82% of UK homes were connected to the internet compared to 25% in
2000, and 93% of adults owned a mobile phone in 2014 compared to 50% in
2000.

(b) In 2014, for the first time, there were estimated to be more mobile subscriptions
than people in the world.*

(c) Ownership of smart phones is soaring: 61% of adults owned a smart phone in
2014 compared to 27% in 2011. A comparison across the generations is even
more striking, with 88% of 16-24 year olds owning a smart phone, compared to
14% of those over 65.

(d) This explosion in the smart phone market is driving the growth in the number of
people accessing the internet using their mobile phone: 57% did so in 2014
compared to 28% in 2011.

Proliferating methods of communication

Phone calls and texts are being joined by other communication platforms such as
instant messaging, video calls and communication through social networking sites.
Whilst the adult population in general spent 33% of their total daily communications
time using email, this reduced to 19% amongst 16-24 year olds, who favour social
networking sites over email. Instant messaging apps have overtaken traditional SMS
services. In 2012, 19 billion messages were sent per day on instant messaging apps,
compared to 17.6 billion text messages.®> Since 2012 the number of instant messaging
apps has grown considerably.

A further trend is the growing proportion of consumers in the UK using Voice Over
Internet Protocol [VOIP]: making a phone call over the internet. The number almost
tripled between 2009 and 2014, from 12% to 35%. The upsurge in use of VOIP
services is linked to the increased ownership of smart phones and tablets, as these
devices have integrated VOIP apps.® Household take-up of tablets almost doubled
between 2013 and 2014, from 22% to 44%.

Also striking is the increasing pace of adoption of new technologies. Whilst it took 15
years for half the UK population to get a mobile phone, newer technologies, such as
social networking sites, reached this figure in four years.

A landline is still usually needed to connect to broadband in the home to enable the internet telephony
to take place.

Anonymous industry speaker at Wilton Park, November 2014.

“Chat app messaging overtakes SMS texts, Informa says”, BBC News Website, 9 April 2013.

In 2015, EE will launch WiFi Calling, which will enable calls to be made over the internet without
downloading an app. It will use IP multimedia sub-system technology, described at 4.16 below.
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Overall, there are trends towards an increasing variety of communication methods, an
increasing number of devices’ and an increasing pace of adoption of new
technologies, with young adults leading the way.

Global nature of the internet

4.11.

4.12.

4.13.

10
11

12

The trends outlined above have resulted in a vast increase in data volumes. One
exabyte of data is 500 billion pages of text: by 2015, 76 exabytes of data will travel
across the internet every year.2 However, the infrastructure of the internet means data
are not territorially bound.®

A network is a group of devices which are linked and so able to communicate with one
another. The internet is often described as a “network of networks”,'° all of which are
interconnected. Communications over the internet take place through the adoption of
protocols which are standardised worldwide. A single communication is divided into
packets (units of data), which are transmitted separately across multiple networks.
They may be routed via different countries as the path of travel followed will be a mix
of the quickest or cheapest paths; not necessarily the shortest path. The quickest path
will depend upon bandwidth capacity and latency (the amount of data which can be
sent through an internet connection and the delay). The result of this method of
transmission is increased data flows across borders. For example, an email sent
between two persons in the UK may be routed via another country if that is the optimum
path for the CSPs involved. The route taken will also depend on the location of servers.
The servers of major email services like Gmail, Yahoo and Hotmail are based outside
the UK.

It is estimated that somewhere between 10% and 25% of the world’s international
telephone and internet traffic transits the UK via underwater fibre optic cables and
much of the remaining traffic transits cabling in the US.** Whilst the cables are not a
recent technological development, having been in use since the 1970s, the amount of
data that can be carried has steadily risen. Cables carrying data at a rate of 10 gigabits
per second were the norm for most of the 1990s. Data rates of 100 gigabits per second
have been available since 2010. By 2014 Google had already invested $300million in
60 terabit (60,000 gigabit) per second fibre optic cables. In 2014, it was reported that
researchers in the Netherlands and the USA demonstrated data rates of 225 terabits
per second.*?

In J. Zittrain, The Future of the Internet and how to stop it, 2008, the author warns that the move away
from “generative technologies” such as personal computers towards “tethered appliances” such as
iPhones would extend surveillance capabilities (p. 113). MI5 expressed to me the contrary view.

B. Schneier, Data and Goliath, 2015, chapter 1.

There are some exceptions. See J. Goldsmith and T. Wu, Who controls the Internet? lllusions of a
Borderless World, 2006. Recently some countries have shown a desire for data localisation: 4.42 below.
P. Denning, “The ARPANET after Twenty Years”, American Scientist 77 (Nov-Dec 1989), p. 531.

In L. Harding, The Snowden Files, 2014 the author suggests the figure is 25%: see p. 157. GCHQ
suggested to me that the figure is closer to 10%.

S. Anthony, “225Tbps: World’s fastest network could carry all of internet’s traffic on a single fiber”,
Extreme Tech Website, 27" October 2014.
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Fragmentation of providers

4.14.

4.15.

4.16.

The infrastructure of the internet has resulted in the fragmentation of providers of both
telecommunications services and communications data. This is illustrated by a
comparison of the business models behind a landline call and a VOIP call. Thus:

(@) Landline calls are made through a UK CSP to which the owner subscribes, such
as BT or Talk Talk. The CSP knows both endpoints of the call and collects
billing data.

(b) Most VOIP services are currently provided by OTT providers, such as Skype.
These operate over an internet connection which a CSP has provided.

Many OTT providers are based overseas, with the result that it is more difficult for UK
law enforcement and security and intelligence agencies to obtain information from
them. The services provided by OTT providers are often free, and limited subscriber
data are collected.*®* In addition, communications data relating to a single
communication may not be in a single location due to the collaboration of companies.

The internet protocol multimedia sub-system [IMS] is a framework designed to
standardise methods of delivering voice or other multimedia services over an internet
protocol packet-switched network. It may reduce fragmentation of providers, as it
fuses internet and mobile networks and so allows CSPs to support applications such
as VOIP and instant messaging. CSPs will be able to compete with OTT providers in
the provision of such applications. However, it is likely to lead to greater fragmentation
of communications data as new and common identifiers take over from email and
phone numbers across multiple devices.

Difficulties in attributing communications

4.17.

4.18.

13

14

The infrastructure of the internet can make it difficult to attribute communications to
their sender and so offers a “cloak of anonymity” for communications.'*

An Internet Protocol [IP] address [IP address] is the identifier for a device on a
network. The address may be static or dynamic and is usually written and displayed
in the following format: 172.16.254.1 (IPv4 — 32 bits), and 2001:db8:0:1234:0:567:8:1
(IPv6 — 128 hits). IPv6 is the latest version of the Internet Protocol.

(@) Dynamic Host Configuration Protocol is used to allocate IP addresses
dynamically to devices connected to a network. For example, CSPs assign an
IP address to a router and all devices connected to the router use it to form a
private IP network. All the connections from the devices on the private network
appear to come from the single IP address assigned to the router by using
Network Address Translation. CSPs have a pool of IP addresses which are
allocated dynamically in sequence, so that a customer’s external IP address

Talk Talk’s submission pointed out that business models are constantly changing in the OTT sector. For
example, WhatsApp was free but is now starting to charge in certain circumstances. Colin Crowell
described OTT providers as being in “continual evolution”, JCDCDB, Oral Evidence, p. 235.

@War, Shane Harris, 2014, p. 20.
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will change and different customers will use the same external IP address, but
not at the same time.

(b) Network Address Translation is a technigque used by CSPs to allow a single IP
address to be shared by multiple customers simultaneously, sometimes
numbered in the thousands.® It became necessary due to a shortage of IPv4
addresses, though things will change as IPv6 is increasingly adopted.

DRIPA 2014 mandated the retention of subscriber data for some categories of IP
addresses, namely, those which are static and those which are dynamically allocated
in sequence. The Counter Terrorism and Security Act 2015 [CTSA 2015] seeks to
address the difficulty which arises when IP addresses are shared by a number of users
simultaneously, by requiring the retention of “relevant internet data™® in addition to the
shared IP address. However those data are not sufficient to resolve IP addresses in
all cases (see 9.51 below); and in any event, a CSP can usually only provide details of
the person who pays the internet subscription. This is not necessarily the person who
was using a device at a particular time.*’

One problem created by the variety of devices now commonly used was highlighted
by submissions to the Review. Smart phones and tablets are often shared by a
number of users, such as family members. Each of these users may be accessing
different applications. This pattern of usage differs from the traditional use of a mobile
phone by one person. In light of this, one service provider suggested that in the future
investigations will need to be much more user-specific. IP matching can only help with
this to a certain degree.

A further problem for the attribution of communications is that an IP address can be
changed by the use of a proxy server so that a communication appears to come from
somewhere it does not. A proxy server acts as an intermediary between a device and
the internet, changing the IP address from that of the actual sender to that of the proxy
server. Many use proxy servers for perfectly legitimate reasons, such as to maintain
privacy online. However, some use proxy servers in order to carry out cyber attacks
so that the origin of the attack remains hidden. Often such attacks involve numerous
proxies.

Virtual Private Networks [VPN] act in a similar way to proxy servers by changing the
IP address from that of the actual sender to one provided by the VPN. In the past,
VPNSs were primarily used by companies to allow their employees to access resources
on the company’s network remotely. Increasingly, VPNs are used by individuals to
protect their privacy and security online. Unlike proxy servers, VPNs also provide
secure communications through encryption. Multi-hop VPNs offer significantly higher
degrees of privacy and anonymity online as they route traffic through two or more
VPNSs.

Home Office, “Counter-Terrorism and Security Bill Factsheet — Part 3 — Internet Protocol (IP) address
resolution”, 2014.

The example given in the factsheet of such data is a port number.

See for a further example of the problems surrounding IP matching, “Police face new ethical dilemma in
increasingly digital world”, The Guardian, 12 January 2015.
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Multipath TCP is an example of an emerging technology likely to have implications for
IP matching. Most mobile devices can access the internet through both WiFi and a
mobile phone data connection, utilising one or the other at one time. Technologies
such as Multipath TCP will enable the splitting of traffic between these two methods of
access, increasing the number of requests that will have to be made for
communications data and making the IP matching process more complex.

Mobile Edge Computing is also likely to diminish the quantity of data entering the
central network. It brings content closer to the user by moving it from the central
network to the edge of networks. The benefits are faster delivery and better quality for
the user, for example, less buffering. However, this is likely to mean fewer
communications entering the core network and so lesser volumes of data available for
collection.

Nomadic wireless technology provides devices with access to an internet connection
within a limited area: for example, the localised WiFi Access Points offered by coffee
shops in order to encourage custom. Users are transient and access to the internet
by a device can only be traced to a timeslot in the specified premises. If the device
connects to the internet elsewhere an identifier called a MAC address will recur,
however it is possible to change MAC addresses.

The internet provides opportunities for undetected communications:

(@) Anyone can set up an email address or social networking profile using a
pseudonym.*®

(b) Criminal gangs can use gaming consoles to communicate.®

(c) Opportunities for covert communications via the internet include the use of
internet cafes and hidden web pages (see 4.67-4.70 below).

(d) Encryption software, discussed in more detail below, can be used to hide the
content of communications.

(e) An instant messaging service called Wickr allows users to send encrypted and
self-destructing messages.

New sources of data

4.26.

18

19

Technological change has also resulted in the explosion of open source information.
This describes all information that is in the public domain, such as social networking
sites, websites, blogs and many specific open source data and service providers.

A glimpse into the future of online identities can be found in patents granted to Apple in 2014 for
Automatic Avatar Creation technology and Avatar Reflecting User State technology. The former can
create a 3D icon resembling the user, while the latter will allow users to communicate via individualised
avatar expressions: L. Gonzalez, “Why Apple thinks 3D Avatars Will be the Future of Online Identities”,
PSFK, 10™ April 2014.

JCDCDB Report, p. 381, citing the evidence of Peter Fahy, Chief Constable of Greater Manchester
Police.
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The year 2000 has been identified as the year a social networking site (Friends
Reunited) first appeared in the UK,?° with Facebook and Twitter appearing in 2004 and
2006 respectively. By Q4 2014, there were 1.39 billion monthly active Facebook users.
The equivalent figure for Twitter was 288 million.?* Such sites provide the opportunity
for an expansion of what is called Open Source Intelligence [OSINT]: the use of open
source information for intelligence purposes.?? In the US, an official report into the
events leading up to 9/11 recommended the setting up of an Open Source Agency. A
similar recommendation was made in an official report into weapons of mass
destruction shortly later. The Open Source Center was established by the Director of
National Intelligence in 2005.22 The Center was charged with collecting information
available from “the Internet, databases, press, radio, television, video, geospatial data,
photos and commercial imagery.”* A former head of the bin Laden Unit of the Central
Intelligence Agency in the United States noted that “90% of what you need to know”
comes from OSINT.?® According to a report in 2010, “in the aftermath of 9/11,
intelligence failures - particularly a deficient consideration of OSINT ... - have been
identified as major reasons for the inability to anticipate and prevent these attacks.”?®
In October 2014, James Clapper, the Director of National Intelligence, described social
media as “huge for intelligence purposes”.?’

As explained to the JCDCDB by Colin Crowell, Head of Global Public Policy at Twitter,
law enforcement can simply go to the Twitter website and locate what they are looking
for. Even this may no longer necessary: a social media monitoring platform called
Geofeedia allows anyone to “search, monitor and analyse real-time social media
content by location, from anywhere in the world with a single click.”?® In addition, social
data providers, such as GNIP, provide a one-stop shop for social data.

UK law enforcement and security and intelligence agencies of course use OSINT,
though the extent of that use is not publicly known.?® By way of example, following a
review by the Her Majesty’s Inspectorate of Constabulary of the August 2011 disorders

A. Charlesworth, An Introduction to Social Media Marketing, 2014, p.43.

See: http://www.statista.com, 2015.

In 2012, the term “SOCMINT” was coined to cover Social Media Intelligence (see Sir D. Omand, J.
Bartlett and C. Miller, “Introducing Social Media Intelligence (SOCMINT)” (2012) Intelligence and
National Security, Vol 27, Issue 6. Others regard it as part of OSINT: see “Social Media Intelligence
(SOCMINT) — Same Song, New Melody?”, Open Source Intelligence Blog, 31 October 2012.

Open Source Intelligence in a Networked World, Antony Olcott, (2012), pp. 86-87.

See the press release by the Office of the Director for National Intelligence: ODNI Announces
Establishment of Open Source Center, November 8 2005, see:
http://fas.org/irp/news/2005/11/0dni110805.html.

S. B. Glasser, “Probing Galaxies of Data for Nuggets”, The Washington Post, 25 November 2005.
International Relations and Security Network, OSINT Report 3/2010, (2010), p.6.

In a speech at the Grand Hyatt Hotel in Washington DC, a copy of which can be found at:
http://www.dni.gov/index.php/newsroom/speeches-and-interviews/202-speeches-interviews-
2014/files/documents/Newsroom/title=%22Go.

See Geofeedia’s website: http://geofeedia.com/how-it-works.

| am aware that Privacy International have made Freedom of Information requests to law enforcement
but that these were refused.
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in English cities,* an “all-sources hub” was created to help police to tackle disorder,
which includes social media monitoring.3!

The use of location data provided by mobile phones is another example of the “new
dimensions of data™? created by technological change. It comes as a surprise to many
smart phone owners to see how much detailed information about their movements is
routinely recorded and retained on default settings.®®* The impact of this dimension
was brought to life by the German politician, Malte Spitz, in 2009, after he obtained his
phone data from Deutsche Telekom and permitted a newspaper to combine that
location data with information freely available about him online, in order to produce a
detailed map of his movements over a six-month period.>* This new source of data
has become more voluminous in a world full of app update notifications: location data
are created by every notification. Tweets posted from mobile phones can also reveal
location data, as do Public WiFi services. In February 2015 research was published
which shows how information about a user’s location can be obtained simply by
reading aggregate power usage on a phone. Modern mobile platforms allow
applications to read this information.> Images taken on mobile phones, and some
cameras, also embed location data in the image file.

These new dimensions of data are ever increasing. The iPhone 5S, introduced in
2013, contains Touch ID technology allowing the user’s fingerprint to act as a pass
code, as do its successors.*®* Samsung Smart TVs have a voice recognition feature
which, if activated, sends voice data over the internet to a voice recognition service. A
UK bank is carrying out a trial of technology which uses customers’ heartbeats to verify
their identity for online banking.

Tags using radio frequency identification allow the objects to which they are attached
or in which they are embedded to be located: they may be used by retailers to track
inventory and prevent shoplifting, but also to transmit location information after
purchase. Cars are increasingly becoming software platforms: “black box insurance”
allows premiums to be calculated on the basis of driving behaviour as monitored by
telematics, and may also allow emergency services to be notified in the event of a
crash and guided to the site by Global Positioning System [GPS] technology.®’

A source of data predicted to enter the mainstream by 2020 is the Internet of Things
[IOT] or machine to machine communications. These terms are used to describe the
idea of having all electronic devices at home and in the workplace connected to the

Her Majesty’s Inspectorate of Constabulary, The rules of engagement: A review of the August 2011
Disorders (2011).

See C. Hobbs et al (eds), Open Source Intelligence in the Twenty-First Century: New Approaches and
Opportunities, (2014), p 24.

As set out in the Submission | received from Dr Paul Bernal, p. 3.

To see where you have been and how long you stayed, on an iPhone 5 or 6 click on Settings, Privacy,
Location Services, System Services, Frequent Locations.

As can be seen at http://www.zeit.de/datenschutz/malte-spitz-data-retention.

R. Whitwam, “Battery power alone used to track Android phones”, Extreme Tech Website, 23 February
2015.

One of three future trends in the application of biometrics identified by witnesses to the House of
Commons Science and Technology Committee Inquiry into biometric data was the proliferation of mobile
biometrics: Current and Future Uses of Biometric data and technologies, 6 Report of 2014-2015, p. 9,
published 7 March 2015.

“Little black box under the bonnet saved my life”, Mail Online, 10 March 2015.
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internet and capable of communication without human intervention. As explained by
one journalist:

“In the World of the Internet of Things, your car, your heating system, your
refrigerator, your fithess apps, your credit card, your television set, your window
shades, your scale, your medications, your heart rate monitor, your electric
toothbrush and your washing machine to say nothing of your phone - generate
a continuous stream of data that resides largely out of reach of the individual.”®

A speaker at a Wilton Park seminar in November 2014 summarised the position as
being that in 1975 there were 1 billion connected places; in 2010 there were 5 billion
connected people; and that in 2020 there will be 50 billion connected devices. This
expansion will be enabled by the latest version of the Internet Protocol, IPv6, which
provides a far greater number of IP addresses than existed under IPv4.

One already common use of 10T is in energy efficiency. An internet-enabled smart
thermostat adapts to its user’s behaviour patterns by recording energy usage, home
temperature, humidity, ambient light and nearby movement.®*® Machine-to-machine
communications will make it increasingly difficult to know who owns particular data.
Smart meters also provide the potential for malicious disruption: this is the consumer
end of the more widespread scope for supervisory control and data acquisition attacks
on control systems. It has been suggested that adopting IOT without adequate security
will afford major opportunities for surveillance: in the words of Phil Zimmerman, “You
pay good money ... to turn your home into North Korea.”°

The fastest growing category of IOT is wearable devices. Widely known examples
have included Fitbit and Google Glass, but these are just the tip of the iceberg of an
industry entering fields such as law enforcement and health. The wearing of body
cameras by police is currently being trialled across the UK and 2015 has been
predicted to be the year of wearable technology.** Indeed, “Implantables,
embeddables and even ingestables are already emerging as the next wave of
wearable technology.”? This is in line with one of the predictions made by technology
experts as to what the digital world will look like in 2025, namely, “augmented reality
enhancements to the real world input via portable, wearable and implantable
devices”.*®* The scope for communication by new generations of medical devices
(pacemakers, hearing aids, etc.) is clear.

IOT will lead to the growth in the volume of data, as data are generated on a continuous
basis from sensors in these connected devices. In this way, IOT will provide further

S. Halpern, “The Creepy New Wave of the Internet”, The New York Review of Books, 20 November
2014.

B. Schneier, Data and Goliath, 2015, chapter 1. The manufacturer, Nest, was bought by Google in
2014.

CPDP conference, “Crypto wars reloaded”, Brussels 21-23 January 2015,
https://www.youtube.com/watch?v=CcVj5LNwDa8 at 67 min.

“2015 gears up to be the year of wearable tech”, The Guardian, 25 December 2014.

A. Thierer, “The Internet of Things and Wearable Technology: Addressing Privacy and Security
Concerns without Derailing Innovation”, (2015) 21 Rich. J.L. & Tech. 6.

Pew Research Center, Digital Life in 2025, (March 2014). Augmented reality technology superimposes
a computer-generated image onto the real-world environment.
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fuel for large data sets [Big Data].** The development of tools to aid visualisation of
Big Data is a growth industry too. Itis predicted that there will be 28 billion IOT devices
by 2020,% and the data transmission speeds made possible by the next generation of
mobile network (5G) will fuel this growth.

Furthermore, 10T is expected to increase the use of cloud computing services: indeed
it is predicted that in the next five years 90% of IOT data will be hosted via cloud
services. Cloud computing is the term used to describe the delivery of computing
resources over the internet on demand. Users can access software via the cloud
rather than purchase the software. Another aspect of cloud services is the storing and
accessing of data. This makes cloud computing an ideal storage system for IOT as it
provides the ability to respond quickly to changes in demand and supply. Since the
beginning of 2015, two telecommunications companies have launched cloud-based
products to handle data generated by 10T.*6

Machine learning technologies

Growth in computer processing capacity and data sets has led to advances in a branch
of artificial intelligence called Deep Learning.*’ Deep Learning software mimics the
structure of the human brain in order to train computers to see patterns. Research
published at the end of 2014 described how image-recognition software is now capable
of recognizing and describing scenes, rather than just identifying objects in scenes.
The software was developed by training computers to see patterns in pictures and their
description using neural networks.*®

The Biometrics Commissioner has highlighted the fact that there have been substantial
developments in both automated facial and speaker recognition systems in the last
few years.*® The technigue involved in Deep Learning is at the heart of some of these
recent developments in biometric systems. It has been applied in the area of facial
recognition to develop software called Deep Dense, which is able to determine whether
an image contains a face, even if part of the face is hidden or upside down.*® Open
Rights Group’s submission to the Review highlighted that machine learning technology
has been used to teach computers to classify faces based on attributes such as facial
expression or hair style. It is also behind advances in speaker recognition systems.
The NSA Technology Transfer programme 2013/2014 lists an invention capable of
real-time simultaneous identification of multiple voices. One of three future trends in

See 8.65 onwards for the use of Big Data by private companies. Examples of how Big Data can be
used for the common good can be found at http://www.nesta.org.uk/publications/data-good.

This was the figure quoted by IBM from analyst firm IDC in announcing cloud services for 10T devices:
see http://www.theinquirer.net/inquirer/news/2376409/ibm-announces-internet-of-things- cloud-
services.

Blackberry announced this on its website: http://press.blackberry.com/press/2015/blackberry-unveils-
cloud-based-internet-of-things-platform-.html, and AT&T’s launch was announced in early January
2015: http://www.computerworld.com/article/2864069/att-builds-on-internet-of-things-offerings-with-
cloud-based-data-store.html.

As set out in some detail in MIT Technology Review, 10 Breakthrough Technologies 2013, see
http://www.technologyreview.com/featuredstory/513696/deep-learning/  IBW Watson uses Deep
Learning techniques.

See e.g. J. Markoff, “Researchers Announce Advance in Image Recognition Software”, NY Times, 17
November 2014.

Biometrics Commissioner: Annual Report 2013-2014, para 336.

“Deep Dense Face Detector” a breakthrough in face detection”, TechWorm website, 20 February 2015.
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the application of biometrics identified by witnesses giving evidence to the Science and
Technology Committee Inquiry into biometric data was the linking of biometric data
with other types of Big Data into order to facilitate profiling.>!

Data mining

The collection of vast volumes of data enables the identification of patterns and
predictions of future behaviour, a process called predictive analytics, data mining or
Big Data.®> An example of this technique is a predictive policing system called
PredPol, which analyses large volumes of crime reports to identify areas with high
probabilities for certain types of crime. The system has been used by Kent Police to
predict when and where drugs crimes and robberies are likely to take place. PredPol
is simply about when and where a crime will take place; other technology is aimed at
predicting who will commit them. In 2011, the US Department of Homeland Security
tested Future Attribute Screening Technology, which seeks to identify potential
criminals by monitoring individuals’ vital signs, such as cardiovascular signals and
respiratory measurements.

Geographical changes
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One of the Snowden Documents stated that the UK had the “biggest internet access”
in Five Eyes Alliance (made up of the UK, US, Canada, New Zealand and Australia)
and added “We are in the golden age”. However, the growing trend of US ISPs moving
to Malaysia and India was also noted and it was suggested that “traffic will no longer
transit the UK”.>® This movement from west to east reflects the fact that Western
Europe and North America are experiencing digital saturation, whilst countries such as
India are predicted to drive future growth of the online market. The United Nations
predicts that 2015 will be the year when Chinese-speaking users of the internet
outnumber English speakers.

A further trend is the move towards the passage of laws to enforce the localisation of
data. In April 2014, Russia introduced a draft law requiring companies to locate
servers handling Russian internet traffic locally. This is due to come into effect on 1
September 2015.% Brazil introduced a bill containing data localisation proposals,
which was later withdrawn. China and Vietham have passed data localisation laws.*®
Brazil also announced plans in 2014 to build a fibre optic underwater cable between
Europe and Brazil. This was reported to be an attempt to reduce Brazil’s reliance on
US cables to carry communications to Europe.®®

All these trends point towards a decreasing bulk collection capability for the West. The
golden age may already be passing. This decreasing capability is exacerbated for the

Current and Future Uses of Biometric data and technologies, (March 2015).

V. Mayer-Schonberger and K. Cukier, “At its core, big data is about predictions”, (2013) Big Data, p. 11.
See “Mastering the internet: how GCHQ set out to spy on the world wide web”, The Guardian, 21 June
2013.

See Hogan Lovell’s Chronicle of Data Protection Blog, Russia Data Localization Law update and
webinar, 24 March 2015.

M. Bauer et al, “The Costs of data localisation: Friendly Fire on Economic Recovery”, ECIPE, No
3/2014.

See “Brazil, Europe plan undersea cable to skirt US spying”, Reuters, 24 February 2014.
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UK by the growth of cloud computing. By 2016, the bulk of new IT spending will be on
cloud computing platforms and applications,®” and the expansion of Network Function
virtualisation will mean that cloud providers will be able to host network infrastructure
as virtual machines. Most cloud providers are based outside the UK and store data in
data centres outside the UK.

Encryption
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Encryption refers to the process of converting information, such as the contents of a
message, into unreadable form, so that only someone with the decryption key can read
it. Itis a crucial part of the transactions we make every day as banks use it to keep
data secure during financial transactions. There are a number of types of encryption;
for example:

(@) Encryption in transit provides security during the transmission process.

(b)  End-to-end encryption provides security at either end of the communication, so
that only the recipient, not the company running the messaging service, can
decrypt the message.

The two basic techniques of encryption are symmetric encryption and asymmetric or
public-key encryption. Symmetric encryption involves the use of one secret key to both
encrypt and decrypt messages. Asymmetric encryption was developed in the 1970s,
in an attempt to counter the risks associated with the use of one key. It involves the
use of two linked keys; a public key and a private key. A user who wants to send an
encrypted message can get the recipient's public key from a public directory. This key
is used to encrypt the message, which is sent to the recipient. The recipient can then
decrypt the message with a private key.%®

The first widely available public-key encryption software was Pretty Good Privacy
[PGP], released in the 1990s as a response to the US government’s attempt to control
encryption via a proposal by the NSA, known as “Clipper Chip”.>*® The proposal
entailed the insertion of a chip into every new piece of electronic device, which would
provide encryption for communications. However, all devices containing a chip would
be assigned an extra key which would be given to the government in escrow. If the
government provided a warrant permitting access to a particular communication this
extra key could be used to decrypt the data. Opposition to the proposal was
considerable and a number of encryption packages were released in an attempt to
derail it. The proposal was ultimately abandoned: but the issue has recently come to
the forefront again as a result of the increasing adoption of encryption software.

This trend towards encryption pre-dates the Snowden Documents, though it is likely to
have been accelerated by them.® In the year leading up to the release of the Snowden

The European Internet Forum, The Digital World in 2030, March 2014.

The story of the invention of public key cryptography is told by S. Singh, The Code Book, 1999,
chapters 6 and 7.

Ibid., pp. 310-311.

The Director-General of MI5 told ISC stated that the Snowden Documents “accelerated the use of default
encryption by internet companies...which was coming anyway”: Report on the Intelligence relating to
the murder of Lee Rigby [ISC Rigby Report], November 2014, para 440.
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Documents, crypto-parties (gatherings where hosts teach guests, who bring their
digital devices, how to download and use encrypted email and secure internet
browsers) had begun to take place in a number of countries, with the aim of bringing
“crypto to the masses”.®® In January 2014 the British Government launched a
campaign called Cyber Streetwise, urging individuals and businesses to protect
themselves online.

Privacy-enhancing changes introduced by Apple in 2014 include encrypting data by
default on iPhone devices, a move also made by Google in respect of Android devices.
WhatsApp has followed this lead by providing end-to-end encryption for
communications. Apple also provides encryption by default on its latest operating
systems for laptop and desktop computers. Encryption has been a setting on Apple
and Google devices for some years, but now the onus is on the customer to opt out.
The encryption of material on the device is now user-controlled, meaning whilst
previously Apple could unlock any device using a key that it controlled, it is now unable
to unlock iOS 8 devices.

The level of concern about this trend amongst security and intelligence agencies is
demonstrated by the accusation levelled at US service providers by the head of GCHQ
that they are becoming the “command and control network of terrorists”.62 This is a
reference to the fact that terrorists are making increasing use of encryption
technologies in order to hide their communications. In 2014, the Director of the Federal
Bureau of Investigation in the United States [FBI], suggested that the “post-Snowden
pendulum has swung too far”,%® and on 11" January 2015 UK Prime Minister David
Cameron announced that if he is leading the next government, he will introduce
legislation in 2016 to eliminate “safe spaces” for terrorists to communicate.®

However, there are many strands to the encryption debate. A number of Snowden
Documents refer to encryption. For example, according to a Briefing Sheet said to
relate to an NSA programme called BULLRUN, “[ijn recent years there has been an
aggressive effort, led by NSA, to make major improvements in defeating network
security and privacy among many sources and methods.” An excerpt said to be found
in an NSA 2013 Budget Report describes a project called “SIGINT Enabling” as one
which “actively engages US and foreign IT industries to covertly influence and/or
overtly leverage their commercial products designs”.®® Amongst other things, the
program is designed to “insert vulnerabilities into commercial encryption systems” and
“influence policies, standards and specifications for commercial public key
technologies”. It further states that “design changes make the systems in question
exploitable through Sigint collection ... with foreknowledge of the modification. To the
consumer and other adversaries, however, the systems’ security remains intact”.5
The BULLRUN Briefing Sheet states that “virtually all decryption is done by PTD

See http://www.cryptoparty.in/.

“GCHQ chief accuses US tech giants of becoming terrorists’ networks of choice”, The Guardian, 3
November 2014.

“FBI Chief Comey Hints at Phone Encryption Regulations Suggesting the Pendulum of Privacy has
‘Swung too Far”, iDigitalTimes website, 17 October 2014.

“David Cameron pledges anti-terror law for internet after Paris attacks”, The Guardian, 12 January 2015.
The term [SIGINT] is used to refer to Signals Intelligence.

“Secret Documents Reveal NSA Campaign against Encryption”, NY Times, 5 September 2013.
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(ARTHUR) processing” - PTD is reported to be a group based at GCHQ.%” As part of
a programme called EDGEHILL, it was said that GCHQ hoped to break the encryption
codes of 15 major internet companies and 300 VPNs by 2015.%8

The response of Office of the Director of National Intelligence to publication of these
documents was that it should not be surprising that security and intelligence agencies
seek ways to counteract encryption. Bruce Schneier commented: “Cryptography
forms the basis for online trust. By deliberately undermining online security in a short-
sighted effort to eavesdrop the NSA is undermining the very fabric of the internet”.®

Back doors and front doors

The reference to “design changes” at 4.50 above appears to denote “back doors”,
which have been defined as access points that enable “the creator of software or
hardware (to) access data without the knowledge or consent of the user”.” There may
be said to be a back door if anyone other than the communicating parties and service
providers has access to a communication.

The term “front door” was described by the Director of the FBI, James Comey, as a
door which is “built transparently” so that “the chances of a vulnerability being unseen
are much lower” than with a back door.”* The Director of the NSA, Mike Rogers, stated
during an address on 23 February 2015 that the term back door sounds “kind of
shady”’? and suggested the creation of a legal framework whereby access via a “front
door” would provide access to a communication on possession of a warrant. A door
is however a door, and the difference between front and back generally relates to the
acknowledgment of its existence rather than to any technical distinction.

The technology industry tends to be opposed to the idea of any kind of door because
the additional code that has to be written in to create the door increases the risk of
improper access to the system, and thus consumer confidence in their products.” In
the words of two encryption experts:

“[A] ‘back door’ ... increases the ‘attack surface’ of the system, providing new
points of leverage that a nefarious attacker can exploit. It amounts to creating
a system with a built-in flaw. ... If companies like Apple, Google, Microsoft, and
Cisco (just to name a few) are somehow forced to include governmentally
mandated flaws in their products, these flawed systems become part of our

Ibid.

“Revealed: how US and UK spy agencies defeat internet privacy and security”, The Guardian, 6
September 2013.

Ibid.

S. K. Pell, “Jonesing for a Privacy Mandate, Getting a Doctrine Fix-Doctrine to Follow”, (2013) North
Carolina Journal of Law and Technology, Vol. 14, Issue 2, (“Jonesing for Privacy”) p. 532.

In a webcast by the Brookings Institution, “Going Dark: Are Technology, Privacy and Public Safety on a
Collision Course”, 14 October 2014: https://www.youtube.com/watch?v=Dkbh5fJoFhc.

“NSA director defends plan to maintain ‘backdoors into technology companies”, The Guardian, 23
February 2015.

Alex Stamos, Yahoo's Chief Security Officer was reported in the Washington Post as comparing the
building of back doors to “drilling a hole in a windshield”: “Clinton is looking for a middle ground on
encryption that experts say doesn’t exist”, the Washington Post, 25 February 2015.
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national critical infrastructure, and the stakes become a lot higher than hacked
cell phone photos or our address books.”"

The experts to whom we spoke told us that if one government can gain access through
a door, so can other governments and private actors. Sooner or later the existence
and knowledge of how to exploit such flaws will be discovered via research,
serendipity, bribery or coercion. An increasing number of companies — including for
example Microsoft, Google and Adobe - offer significant rewards programmes to
individual and companies who can identify weaknesses in their software.

An alternative to back doors is the use by governments of hacking capabilities and
malware, often referred to as CNE. The idea is to exploit natural weaknesses in
subjects’ devices rather than increase security vulnerabilities via back doors.”™
“Individualised solutions” was an approach put forward by FBI General Counsel
Caproni for that percentage of criminals that use sophisticated technologies.”® In
February 2015, the use of CNE in the UK was acknowledged by the publication of the
draft code of practice on interference with equipment [Draft Equipment Interference
Code].”

Quantum Computing

Concern about the growing use of encryption has led to the search for ways to counter
the technology. The NSA is said to be carrying out research into building a quantum
computer,”® which would be able to break current encryption. Estimates as to when
the first quantum computer is likely to appear range from 5-20 years. In November
2014, the Government announced the creation of a national network of Quantum
Technology Hubs that will explore the properties of quantum mechanics as part of the
UK National Technologies Programme.”® However, designing quantum-resistant
cryptography is a “difficult task”, according to the Communications- Electronics
Security Group based at GCHQ.®

Steganography

In addition to encryption software, software exists which allows messages to be hidden
in images, a process called steganography. Camouflage is one such software
programme. It hides files by scrambling them and attaching them to a cover file, which
acts as a carrier for the secret file. A United Nations Report from 2012 describes how
members of the Revolutionary People’s Liberation Party Front used Camouflage to
hide data within images in JPEG and graphics interchange format files.®* Professor

J. Vagle and M. Blaze, “Security “Front Doors” vs “Back Doors”: A Distinction Without a Difference”, Just
Security website, 17 October 2014.

Jonesing for Privacy, p. 540.

Ibid., p. 542.

See further 6.24-6.31 and 7.63-7.65 below.

“NSA seeks to build quantum computer that could crack most types of encryption”, Washington Post, 2
January 2014.

See the press release by the Engineering and Physical Sciences Research Council, on their website
at: http://www.epsrc.ac.uk/newsevents/news/quantumtechhubs/ .

P. Campbell and others, “Soliloquy: A Cautionary Tale”, (2014), available freely on the internet.

United Nation Office on Drugs and Crime, the Use of the Internet for Terrorist Purposes, (2012), p. 56.
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Alan Woodward has warned that moves to ban encryption could result in those who
wish to do harm using steganography instead.??

Will the encryptors always win?

The efficacy of legislation aimed at combating encryption has been questioned by
some, as there are ways to avoid detection.®

There is force in the argument: but it reckons without human fallibility. Fingerprint
databases are a staple of police work, despite the fact that criminals need only wear
gloves to render them useless. Similarly, even when encryption cannot easily be
broken or circumvented, criminals will not always operate it properly. Thus:

(a) FBI General Counsel Caproni told the US Congress at a hearing about
changing technologies in 2011 that the majority of targets “tend to be somewhat
lazy, and a lot of times resort to what is easy”.®* However, some argue that due
to the expansion of encryption, targets are likely to end up using it. The growth
of encryption by default settings makes encryption easier.

(b)  As Lord Carlile QC explained to the JCDCDB in 2012, criminals still make calls
on lines that are listened to and send texts that can be tracked.®

(c) The 2014 investigation by the ISC into the murder of Fusilier Lee Rigby
revealed that one of those responsible, Michael Adebowale, used his landline
to communicate with a member of Al-Qaida in the Arabian Peninsula.

End-to-end encryption can provide a high level of privacy for the content of
communications. However, pattern analysis of communications data can still identify
targets. As Charles Farr of the Office for Security and Counter-Terrorism [OSCT]
explained to the JCDCDB: “if you have the right kind of data, issues of anonymisation
cease to be a significant problem”.8 The ISC Privacy and Security Report noted that
bulk interception was chiefly to GCHQ not for the content of communications so much
as for “the information associated with those communications”.8’

Establishing patterns via communications data becomes more difficult when a greater
proportion of communications data are encrypted or there are less communications
data. The amount of communications data visible to CSPs is decreasing because OTT
providers, increasingly use Secure Sockets Layer® (SSL) to provide encryption. This
means that communications data such as the sender and recipient of an email are not
visible to the CSP. When SLL is used the CSP will only see that the message is to be
delivered to the particular OTT provider. As mentioned earlier, OTT providers are
usually based overseas and so ease of access to this communications data by law

“Viewpoint: Criminals can hide data in plain sight’, BBC Website, 28 August 2012. He reiterated his
warning on 12 January 2015 on Twitter: https://twitter.com/profwoodward.

Jimmy Wales, JCDCDB, Oral Evidence, p. 196.

Jonesing for Privacy, p. 542.

JCDCDB, Oral Evidence, p. 279.

Ibid. p. 11.

ISC Privacy and Security Report, para 80.

Websites which use secure sockets layer start with https.

64


https://twitter.com/profwoodward

CHAPTER 4: TECHNOLOGY

enforcement and security and intelligence agencies via warrant or court order is
reduced. In addition, there are an increasing number of anonymity tools which offer to
hide communications data. Furthermore, there are some OTT providers which do not
store communications data at all (e.g. riseup.net, dukgo.com). The diagrams in Annex
5 to this Report set out the impact of these trends on lawful access to content and
communications data.

The dark net
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Three commonly used categories of websites are as follows:

(@) The open web describes those web pages that are found using standard
search engines such as Google.

(b) The deep web makes up the vast majority (c. 90%) of web pages and describes
those sites which cannot be found using standard search engines: intranet
pages, administrative databases and personal photo collections.

(c) The dark net (or dark web) is a tiny part of the deep web, consisting of tens of
thousands of websites: the operators of these websites use sophisticated
anonymity systems such as The Onion Router [Tor] or the Invisible Internet
Project to conceal their identities. The dark net has been described as “a world
of complete freedom and anonymity...where users say and do what they like,
uncensored, unregulated, and outside of society’s norms.”®® This enables it to
be used by whistleblowers and political activists who rely on anonymity, but
also for black market sales and (in common with many non-dark net sites) child
pornography.

Perhaps the best-known dark net site is Silk Road, which used anonymity software to
provide a marketplace for illegal goods, such as weapons and drugs. Payment for the
goods took place using a digital currency called Bitcoin, which operates outside the
banking system and relies on encryption to ensure its integrity. lllegal drugs and other
goods to a value of more than $1.2 billion were sold to some 150,000 customers
between February 2011 and July 2013, using an eBay-style format in which buyers
could grade sellers for their reliability and the quality of their goods.

Policing the dark net is extremely challenging but not necessarily impossible, as
demonstrated by the fact that the first version of Silk Road was taken down by
authorities in 2013 and by the success of Operation Onymous in November 2014, an
international operation which resulted in the shut-down of dozens of dark net sites
including Silk Road 2.0.%°

J. Bartlett, The Dark Net, 2014, p.3. For Tor, see 4.67-4.69 below.
“Silk Road 2.0 targeted in ‘Operation Onymous’ dark-web takedown”, The Guardian website, 7
November 2014.
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Anonymity and anti-surveillance tools
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Users of the open web who take no steps to protect their anonymity reveal information
about themselves which can be used to track the online activities of a device and to
ascertain the identities of its users. For example:

(8 The content of communications (e.g. emails) may be monitored by anyone with
access to the relevant network infrastructure, though this may be technically
challenging as well as unlawful.

(b) The IP address which every device must have in order to request and receive
content from websites can be recorded by the website operator.®*

(c) Cookies (text files placed by certain websites on the devices of their users) may
enable e.g. a search engine operator to remember a user’s recent search
terms. That information may be passed on to third parties who can use it for
targeted advertising.

Simple ways of hiding one’s identity include the deletion of web browsing histories and
the use of pseudonyms on social media sites. More sophisticated anonymity systems
offer stronger protection. According to a recent research note from the Parliamentary
Office of Science and Technology:

“Technologies that anonymise internet users have become increasingly
popular in recent years. They help citizens to protect their security and privacy
and to circumvent censorship. They also facilitate organised crime, such as
the billion dollar drug market known as Silk Road.”®?

Those technologies can be divided into centralised trust systems such as VPNs, in
which a single entity (usually the provider of the service) can know the identity of all
users and their communications partners, and distributed trust systems, in which this
is not the case.

The best-known distributed trust system is Tor (4.62(c) above), which consists of:

(@) The Tor Network: some 6000 computers, provided by volunteers and forming
a global network of nodes; and

(b) free software that enables the computers of some 2.5 million Tor users to
access the Tor Network, encrypting a user’s data and relaying them through
several nodes so as to hide the user’s IP address and other identifiers.

The Tor Project claims that ¢.98.5% of traffic on the Tor Network is from users
accessing the open web. It may thus be a valuable tool for anonymous activism,
dissident activity, victims of digital abuse such as cyber stalking and even covert online
surveillance by law enforcement authorities. Tor provides special nodes called bridges

IP addresses may be linked to an individual device, but are sometimes shared or re-allocated as users
connect and disconnect from the internet. IP resolution, facilitated by the CTSA 2015, aids the process
of linking device to IP address. See 4.18 above.

“The dark net and online anonymity”, (March 2015). That note is extensively relied upon in this section.
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to help users living in regimes such as China, which explicitly block the Tor network.
It was reported in 2014 that Russia had offered a reward of 3.9 million roubles to
anyone able to develop a way to identify Tor users. The Tor Project received funding
in 2014 from bodies including the US Departments of State and of Defense.

More controversial, and potentially sinister, are the Tor Hidden Services [THS]
websites (some 40,000 in 2013, identified by .onion addresses), accessible only via
the Tor network. Research is difficult, but it is clear that some at least of these websites
host criminal markets (most famously Silk Road) and indecent images of children. Law
enforcement has enjoyed limited success in de-anonymising Tor users and shutting
down THS sites. The Snowden Documents allege that, as of 2012 at least, Tor was
considered a “major” problem for security and intelligence agencies.®®* But the
Parliamentary Office of Science and Technology references doubts over whether it
would be technologically feasible to legislate against the availability of THS in the UK.

Following the release of the Snowden Documents there is evidence of a growing anti-
surveillance market.®* The latest tool to be released by a coalition of human rights and
technology organisations is called DETEKT. This scans computers for traces of
surveillance technology called Finfisher and Hacking Team RCS, which has been
reported to have been used to target human rights activists and journalists in countries
all over the world. A project is also said to be underway to develop an International
Mobile Subscriber Identity [IMSI] catcher detector.%

Decentralised networks
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Concern regarding government surveillance has led to a growth in the number of
initiatives aimed at decentralising the internet. The purpose of a project called
Ethereum is to “decentralise the web™®: it seeks to do this by using the technology
behind the Bitcoin currency and applying it to a variety of services. Maidsafe provides
a decentralised internet platform by using the spare space on users’ hard drives to
store data rather than the servers of large tech companies.®” In addition to these
initiatives to decentralise the internet, a number of applications have emerged which
use mesh networking technology to communicate rather than the internet. Vodafone
referred to the fact that during recent protests in Hong Kong, protesters used a mesh
networking application called Firechat to communicate. By doing so users could
bypass Chinese government censorship and potential disablement of cellular
networks.

“Prying Eyes: Inside the NSA’s War on Internet Security”, Spiegel Online, 28 December 2014.
Following the release of the Snowden Documents it was widely reported that the Indian High
Commission in London had reverted to old technology, namely, the typewriter.

See 4.72-4.74 below.

https://www.ethereum.org/.

http:/maidsafe.net/.
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New capabilities
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IMSI catchers

Interception capabilities in relation to mobile phones are considerable, due to the
increasing sophistication of devices called IMSI catchers or IMSI grabbers.®® These
devices intercept signals between a mobile phone and a mobile phone base station,
by mimicking the mobile phone base station.

The capabilities of the devices vary considerably. Some collect IMSI and International
Mobile Station Equipment Identity numbers of mobile phones within the range of the
device. These unique identifying data can then be used to identify the owner of the
mobile phone. More sophisticated devices have the ability to intercept outgoing calls
and text messages. Some can even alter the content of a text message and block
calls. The most sophisticated devices can deploy malware.

Reports suggest that the devices have been attached to aeroplanes,allowing collection
over a wide area. They are sold on the open market for as little as £100, and body-
worn versions are available.®

Rather more simply, man-in-the-middle attacks using WiFi are now commonplace.
Access Point names may be duped, and both data and metadata collected easily.
Demonstrations of such systems in use are often given at security events to reveal
how vulnerable most people are around WiFi and mobile devices.'® Software and
techniques for extracting WiFi passwords is also widely available.

Geotime

It was reported in 2011 that Geotime software had been purchased by the Metropolitan
police. This is said to aggregate information gathered from social networking sites,
GPS devices like mobile phones, financial transactions and IP network logs to build a
detailed picture of an individual’s movements.

Location data

Advances in technology have not only increased the opportunities for
SIGINT. Surveillance methods have also become more sophisticated. For example,
it has been seen that location data can be tracked by intercepting mobile phone
towers. However, the advent of Google Maps means such information can also be
obtained by intercepting Google Map queries on phones. According to a leaked GCHQ

Brand names for these devices include DRTboxes and Stingrays. The existence of safeguards against
the misuse of these devices by police and other public authorities was the subject of a written question
in the House of Lords at the end of 2014. The response given was that investigative activity involving
interference with property or wireless telegraphy is regulated by the Police Act 1997 and the Intelligence
Services Act 1994 [ISA 1994]: Hansard HL 11 November 2014 Written Answers col 24.

See S.K. Pell and C. Soghoian, “Your Secret Stingray’s no Secret Anymore: The Vanishing Government
over Cell Phone Surveillance and its impact on National Security and Consumer Privacy”, (2014)
Harvard Journal of Law and Technology, Vol 28, No 1.

How to hack Wifi | Evil Twin Access Point | Man in the Middle Attack | MITM |
(https://www.youtube.com/watch?v=alyKZuxNRnkK).
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document from 2008, “anyone using Google Maps on a smart phone is working in
support of a GCHQ system”.10

Software and apps that openly reveal location history and track mobile phones, such
as Google Location History, GPS Tracking, or Life 360, can be used e.g. by parents to
track their children but may also be useful to the authorities. These may use the in-
built GPS functions of maobile phones, as well as the geolocation enabled by the cellular
network.

Deep packet inspection

Real-time surveillance has been made possible by deep packet inspection technology
[DPI].192 Before DPI, the internet was akin to a “daydreaming postal worker”,°> moving
packets around without caring about the content. DPI technology allows the
examination of all the different “layers” of a communication, including the content
layers. It has valuable functionality for legitimate users such as in Security Operations
Centres and malware detection and prevention, but also can be used for invasion of
privacy.

“Angry Birds and ‘leaky’ phone apps targeted by NSA and GCHQ for user data”, The Guardian, 28
January 2014.

DPI technology provides an example of technology developed for certain purposes having a ripple
effect. One of the primary purposes for which DPI technology was developed was to counter security
threats by allowing an ISP to examine all ‘layers’ of a communication. In C. Fuchs, “Implications of Deep
Packet Inspection Internet Surveillance for Society”, (2012) Privacy & Security Research Paper Series,
#1, the author describes what he calls “surveillance creep”, namely, “DPI usage for one purpose...may
creep to other more privacy-sensitive activities”.

L. Lassig, Code and other Laws of Cyberspace, 1999.
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PART II: CURRENT POSITION

Part 1l of the Report (CURRENT POSITION) explains the international
legal backdrop, the current powers and the way in which they are used.

e Chapter 5 (LEGAL CONSTRAINTS) sets out the legal framework
which governs action in this field. In the absence of a written
constitution, the chief limitations on freedom to legislate are those
imposed by the ECHR and (within its field of application) EU law.

e Chapter 6 (POWERS AND SAFEGUARDS) summarises the
existing UK laws under which public authorities may collect and
analyse people’s communications, or records of their
communications. It introduces the key concepts and summarises
the various powers both under RIPA and outside it, together with the
principal oversight mechanisms.

e Chapter 7 (PRACTICE) explains how those powers are applied in
practice by intelligence, police, law enforcement and others, touching
also on data-sharing, bulk personal datasets and the recently-
avowed power of computer network exploitation.

o Chapter 8 (COMPARISONS) provides three sets of benchmarks
which may assist in working out how UK law on investigatory powers
should look. These are:

o other forms of surveillance (directed and intrusive
surveillance, property interference, CHIS &c.),

o the laws of other countries, particularly in Europe and the
English-speaking world, and

o the use made of individuals’ communications by service
providers, retailers and other private companies.
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5.1.

5.2.

LEGAL CONSTRAINTS

This Chapter explains the legal constraints governing UK legislation. The UK is
unusual in lacking a written constitution with which all legislation must conform. It has
however accepted a number of limitations on its freedom to legislate, including (so far
as is relevant here) protections for persons within its jurisdiction against undue
interference with their fundamental rights.

The principal constraints on Parliament’'s freedom to legislate in relation to
investigatory powers derive from European treaties:

(&8 The ECHR, a treaty not of the European Union [EU] but of the Council of
Europe. The ECHR confers rights on individuals within the jurisdiction of its 47
contracting states, enforceable by individual petition before the ECtHR in
Strasbourg. Most of the same rights are given effect before the courts of the
UK by the HRA 1998, where they must generally be pleaded before any
application is made to Strasbourg. Neither the UK courts nor the ECtHR has
the power to strike down primary legislation, but each may declare that it
infringes ECHR obligations.

(b) The law of the EU, and in particular the EU Charter, which like the underlying
general principle of fundamental rights, constrains the law-making powers of
the EU and of its Member States when acting within the scope of EU law.!
National security remains the sole responsibility of each Member State:? but
subject to that, any UK legislation governing interception or communications
data is likely to have to comply with the EU Charter because it would constitute
a derogation from the EU directives in the field.®

For the sake of completeness, this Chapter also briefly considers the requirements
of the common law and of international law, though neither provides any significant
additional constraint on Parliament’s freedom to legislate in this sphere.

The common law

5.3.

The unwritten constitution of the UK is founded on the doctrine of parliamentary
sovereignty. The courts may declare the law in areas untouched by statute, and
interpret statutes once enacted. They can and do review the actions of the executive
(including Ministers and security and intelligence agencies) and hold that they were
invalid on various grounds via judicial review. But they have, as a rule, no power to

EU Charter, Article 51, as interpreted by the CJEU in Case C-617/10 Akerberg Fransson, judgment of
26 February 2013, para 21 EU:C:2013:105, and (in the context of biometric data retention) Joined Cases
C-446 to C-449/12 Willems, judgment of 16 April 2015 EU:C:2015:238. | gave written and oral evidence
on the scope of the EU Charter to the House of Commons European Scrutiny Committee in the early
part of 2014 for its report on the application of the EU Charter in the UK, HC 979, March 2014:
https://terrorismleqislationreviewer.independent.gov.uk/eu-charter-of-fundamental-rights/.

Treaty on the European Union [TEU], Article 4(2). The scope of that provision (and hence of EU law)
has not been definitively resolved (though see Case C-300/11 ZZ v Secretary of State for the Home
Department, EU:C:2013:363, para 38), and is disputed in current litigation.

Directive 95/46/EC on the protection of individuals with regard to the processing of personal data and
on the free movement of such data [Data Protection Directive] and Directive 2002/58/EC concerning
the processing of personal data and the protection of privacy in the electronic communications sector
[e-privacy Directive].

71


https://terrorismlegislationreviewer.independent.gov.uk/eu-charter-of-fundamental-rights/

5.4.

5.5.

5.6.

5.7.

0 N o u»

CHAPTER 5: LEGAL CONSTRAINTS

set aside or refuse to give effect to duly enacted primary legislation.* Judge-declared
common law is thus no impediment to the exercise by Parliament of its law-making
powers, though clear words are required to override a fundamental right.®

Attempts to fashion a common law constraint on the bulk collection of data have
focussed on 18" century cases concerning “general warrants”. In 1762, the Home
Secretary, the Earl of Halifax, issued a general warrant to search for Mr John Entick,
who had written libellous publications concerning both the king and his Parliament.
The warrant also authorised its executors to “seize and apprehend, and to bring,
together with his books and papers, in safe custody before me to be examined
concerning the premises and further dealt with according to law.”®

The Lord Chief Justice, Lord Camden, held that:’

“... we can safely say that there is no law in this country to justify the defendants
in what they have done; if there was, it would destroy all the comforts of society;
for papers are often the dearest property a man can have... This is the first
instance of an attempt to prove a modern practice of a private office to make and
execute warrants to enter a man’s house, search for and take away all his books
and appears, in the first instance, to be low, which is not found in our books.”

A similar view was taken in the later case of John Wilkes. In 1763 Wilkes wrote a
pamphlet critical of George lll. Considering that the pamphlet was seditious, a
Secretary of State issued a general warrant authorising the police to search for and
identify the author, the publisher and their associates.

Some of those subjected to this treatment challenged the warrant in the courts, which
agreed that the Government had acted outside the bounds of its powers. In one case,
Lord Chief Justice Pratt stated that:

“To enter a man’s house by virtue of a nameless warrant, in order to procure
evidence, is worse than the Spanish Inquisition.”®

The same judge noted in another case:

“The defendants claimed a right, under precedents, to force persons’ houses,
break open escrutores, seize their papers, &c, upon a general warrant, where
no inventory is made of the things thus taken away, and where no offenders
names are specified in the warrant, and therefore a discretionary power given
to messengers to search wherever their suspicions may chance to fall. If such
a power is truly invested in the Secretary of State and he can delegate this

Save where EU law so requires, as Parliament itself provided in the ECA 1972. Three judges
suggested that parliamentary sovereignty might not be absolute in R (Jackson) v Attorney General
[2005] UKHL 56.

Morgan Grenfell v Special Commissioner of Income Tax [2002] UKHL 21; [2003] 1 AC 563, para 45.
Entick v Carrington 95 E.R. 807, p. 810.

Ibid., pp. 817-18.

Huckle v Money (1763) 2 Wilson 205 95 ER 768.
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power, it certainly may affect the person and property of every man in this
kingdom and is totally subversive of the liberty of the subject.”

These are celebrated cases, which have not been overruled. But they have not
formed the basis of a common law right of privacy, for two reasons.

First, they were not explicitly decided by reference to the concept of privacy. The law
of trespass applied, so the judgments focus on property rather than privacy issues.*°

Secondly, the courts have rejected attempts to rely on those cases as authority for
the principle that there is a common law right to private communications.

(a) The High Court held in 1979 that the 18™ century warrant cases did not provide
a basis for a claim to privacy in respect of phone tapping.** Indeed it rejected
the idea that there was any common law right to privacy in phone calls. Vice-
Chancellor Megarry concluded that it was for Parliament to legislate to protect
privacy if it wanted to, and that the right to private communications does not
exist in the common law.*> Mr Malone had therefore to go to the ECtHR in
order to establish that he had a right to communicate in private and that the
interferences with that right had not been in accordance with the law.*3

(b) In arecent case before the IPT, the Tribunal was not persuaded that these
cases added anything to the analysis.

The perhaps surprising outcome is that the common law, shorn of the influence of the
ECHR, barely recognises the right to privacy or private communications.*®

The European Convention on Human Rights

5.12.

10

11
12
13
14

15

Legal framework

The Council of Europe is an international organisation established in 1949 and
currently numbering 47 European states as its members. In 1950 the Parliamentary

Wilkes v Wood (1763) Lofft 1, 98 ER 489.

Though when communications were written on paper, concepts of property and privacy were closely
related; and these cases played a part in enabling American judges to derive privacy rights from, in
particular, “the right of the people to be secure in their persons, houses, papers, and effects” in the 4%
amendment to the US Constitution.

Malone v Commissioner of Police (No. 2) [1979] 1 Ch 344, pp. 368-369.

Ibid., pp.372-374.

Malone v UK, (Application no. 8691/79; judgment of 2 August 1984).

Liberty and others v The Secretary of State for Foreign and Commonwealth Affairs and others, Case
Nos. IPT/13/77/CH; 13/92/CH; 13/194/C and 13/204/CH, [2015] UKIPTrib 13_77-H [Liberty IPT Case],
judgments of 5 December 2014 and 6 February 2015.

See Kaye v Robertson [1991] FSR 62, per Glidewell LJ with whom Bingham and Leggatt LJJ agreed:
“It is well known that in English law there is no right to privacy and accordingly no right of action for
breach of a person’s privacy”, Wainwright and another v Home Office, [2003] UKHL 53; [2004] 2 AC
406, per Lord Bingham, para 26: “All three judgments are flat against a judicial power to declare the
existence of a high-level right to privacy and | do not think that they suggest that the courts should do
s0”; and R (Catt) v Metropolitan Police Commissioner [2015] UKSC 9, per Lord Sumption, para 2: "The
[US] concept of a legal right of privacy whether broadly or narrowly defined fell on stony ground in
England. Its reception here has been relatively recent and almost entirely due to the incorporation into
domestic law of the [ECHR].”
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Assembly of the Council of Europe (made up of MPs from contracting states) adopted
the ECHR.

The UK was a founder member of the Council of Europe. Since 1966, it has
acknowledged the right of individuals with a sufficient interest to petition the ECtHR
for a ruling that it has violated their fundamental rights. Such rulings are binding upon
the UK in international law,® and may be enforced through the political mechanisms
of the Council of Europe’s Committee of Ministers.’

Since the entry into force of the HRA 1998 in October 2000, individuals have been
entitled to enforce most of their ECHR rights in domestic courts and tribunals. Those
bodies are required to “take into account” any relevant decision of the ECtHR, and to
interpret UK laws in a manner consistent with the ECHR where it is possible to do
so0.'® Higher courts may also declare primary legislation (or subordinate legislation
made in exercise of a power conferred by primary legislation) to be incompatible with
the ECHR. Consistently with the sovereignty of Parliament, legislation is not
invalidated by such a declaration. However, once appeal rights have been exhausted,
the UK Government has normally been prepared to repeal or to amend legislation that
has been declared incompatible by the courts.

Material provisions of the ECHR include Article 6 (right to a fair trial) and Article 10
(freedom of expression). They bear, in particular, on the treatment of lawyer-client
communications and on the protection of journalists’ sources, and are considered in
those contexts below. But in other respects (and though the right to freedom of
expression is sometimes pleaded in tandem with the right to privacy) they are
generally of lesser significance than Article 8.

Article 8

Article 8 of the ECHR is headed “Right to respect for private and family life”,
sometimes rendered, in shorthand, as the “right to privacy”.!® It provides as follows:

“1) Everyone has the right to respect for his private and family life, his home and
correspondence;

2) There shall be no interference by a public authority with the exercise of this
right except as is in accordance with the law and is necessary in a democratic
society in the interests of national security, public safety or the economic well-
being of the country, for the prevention of disorder or crime, for the protection
of health or morals, or for the protection of the rights and freedoms of others.”

ECHR, Article 46.

See Council of Europe, Supervision of the execution of judgments and decisions of the ECtHR, March
2015.

HRA 1998, ss2 and 3.

See, e.g., Liberty v United Kingdom (Application no. 58243/00, judgment of 1 October 2008), at para 43;
Kennedy v United Kingdom (Application no. 26839/05, judgment of 18 May 2010) at para 179. The
same convenient shorthand is used by the CJEU to describe the protections offered by Articles 7 and 8
of the EU Charter (see Digital Rights Ireland, paras 33-4); and cf. 2.1 above.
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Article 8 (like Article 10) is a qualified right: interferences that “engage” Article 8 may
be permitted, but only if they are in accordance with the law, pursue a legitimate aim
and are necessary in a democratic society: what the ISC dubbed a “triple test”.?°

The ECtHR has traditionally been readier than the English courts to find that Article 8
is engaged, or engaged in more than a minor respect.?! In the context of investigatory
powers, it is engaged not only when material is read, analysed and later shared with
other authorities,?? but also when it is collected, stored and filtered, even without
human intervention.?

Any interference must satisfy, by Article 8(2), what has been interpreted as a “triple
test”:2* it must be in accordance with the law, necessary in pursuit of a legitimate
aim, and proportionate. The legal boundary between necessity and proportionality
is not so clear as that summary suggests: both might be said to be embraced in the
single phrase “necessary in a democratic society”.?®> However, so long as all three
elements are satisfied, the precise way in which they are distinguished is of secondary
importance. The distinction between “necessity” and “proportionality”, in the sense
summarised above, is firmly embedded not only in RIPA (see, e.g. section 5(2)) but
in the practices and training materials of all public authorities who apply it, and
although it might be questioned as a matter of legal theory, | do not seek to disturb it
in this Report.

The first element of that test is that the interference must be “in accordance with the
law”. In other words:

(a) the interference must have some basis in domestic law;?®

(b) the law must be sufficiently accessible: the rules must be reasonably easy to
obtain and understand;?” and

(c) the manner in which the law will operate or be applied must be sufficiently
foreseeable.

These requirements have not always proved easy to reconcile with the secret nature
of electronic surveillance. A balance must be found between retaining the secrecy of
operational tools and methods on the one hand, and, on the other, having a law that
is “sufficiently clear in its terms to give citizens an adequate indication as to the

ISC Privacy and Security Report, para 23.

As Lord Sumption recently noted in the Supreme Court: Catt v Association of Chief Police Officers of
England Wales and Northern Ireland and others, [2015] UKSC 9, para 26.

Weber and Saravia v Germany, (Application no. 54930/00, judgment of 26 June 2006), para 79.

The Supreme Court recently described it as clear that “the state’s systematic collection and storage in
retrievable form even of public information about an individual is an interference with private life”: Catt
v MPC, per Lord Sumption, para 6.

ISC Privacy and Security Report, paras 23-27.

See, e.g., Leander v Sweden (Application no. 9248/81, judgment of 26 March 1987) at para 58: “the
notion of necessity implies that the interference corresponds to a pressing social need and, in
particular, that it is proportionate to the legitimate aim pursued.”

Silver and others v United Kingdom (Application no. 5947/72, judgment of 25 March 1983), para 86.
Sunday Times v United Kingdom (Application no. 6538/74, judgment of 26 April 1979), para 49; Silver
v United Kingdom, para 87.
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circumstances in which and the conditions on which public authorities” will access
their communications.?®

The second element of the test involves the identification of a legitimate aim whose
pursuit is necessary. Article 8(2) (set out at 5.16 above) provides a broad list of
interests that are capable of justifying interference. The courts are almost always
willing to find that a legitimate aim is being pursued, for example, national security or
the prevention of crime. “Necessary” means less than “indispensable”, but more than
merely “admissible” or “useful’. To be necessary, an interference must correspond to
a “pressing social need”.

To satisfy the third element of the test, the interference must be proportionate to the
aim pursued. That is determined via a balancing exercise, which may for example
require “the interest of the ... state in protecting its national security” to be balanced
against ‘the seriousness of the interference with the applicant’s right to respect for his
private life”.2° The ECtHR has repeatedly noted that:

(a) States have a “margin of appreciation” (or, in the national court, a discretionary
area of judgement). However, the court is the ultimate arbiter of necessity.

(b) In order to be satisfied that the interference is proportionate, courts must be
satisfied that the national law sets out sufficient safeguards against abuse, and
that those safeguards have been followed in the particular case (if
appropriate).°

The case law of the ECtHR concerning surveillance has largely focused on the first
element: the requirement that any interference is “in accordance with the law”. There
is a degree of overlap between the first and third elements, particularly in respect of
the procedural safeguards against abuses. As aresult, there is a trend in some of the
recent case law to consider those two elements together.3!

Neither before the IPT nor in the ECtHR do those wishing to complain about a violation
of their Article 8 rights have to demonstrate conclusively that their communications
have been interfered with. It is enough for them to satisfy the court that it is reasonably
likely that they were the subject of targeted surveillance.®?> Where bulk collection is
concerned, an even more liberal test may apply.*

Silver v UK, para 88; Malone v UK, para 67; Kruslin v France (Application no. 11801/85, judgment of 24
April 1990), para 33; Weber v Germany, paras 93-94. For the requirement of foreseeability, in a different
context, see Khan v United Kingdom (Application no. 35394/97, judgment of 4 October 2000). The
absence of any guidelines concerning the use of listening devices in private property meant that their
use was not in accordance with the law.

Leander v Sweden, para 59. For an example of a proportionality assessment in a related context, the
indefinite “blanket retention” of suspects’ fingerprints, cellular samples and DNA profiles, see S and
Marper v UK (Application nos. 30562/04 and 30566/04, judgment of 4 December 2008), paras 118-126.
See Silver v UK, para 97; Leander v Sweden, paras 59-62; Weber v Germany, para 106.

See for example Kvasnica v Slovakia (Application no. 72094/01, judgment of 9 June 2009), para 84;
and Kennedy v UK, para 155.

Kennedy v UK, para 123, Stefanov v Bulgaria, para 49.

Weber v Germany, paras 78-79; Liberty v UK, paras 56-57.
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ECHR: specific issues

The ECtHR has considered surveillance and interception of communications on a
number of occasions. In the course of those judgments, it has addressed a number
of specific issues that are particularly relevant to this Review.

Distinction between content and ‘communications data’

As set out in at 6.3-6.7 below, the current RIPA framework distinguishes between
obtaining access to the content of communications (via interception), and the use of
communications data. The majority of cases that have reached the ECtHR have
concerned interception.* But as explained at 7.43-7.51 below, communications data
play an important role in policing and counter-terrorism in the UK. Investigative
agencies are often just as interested in who has been communicating with whom, and
where from, as what the parties actually said to one another.

The Strasbourg case law is clear that both the collection of communications data and
the interception of content interfere with Article 8.3° In some cases, there are hints in
the ECtHR jurisprudence that they may legitimately be treated differently. In Malone
v UK the Applicant complained that his phone calls were not only being recorded but
metered, in the sense that records were being kept regarding to whom he had spoken
and when. The ECtHR commented that:

“By its very nature, metering is ... to be distinguished from interception of
communications, which is undesirable and illegitimate in a democratic society
unless justified...” (para 84).3¢

However, more recent cases do not appear to follow such a distinction, and it at least
appears that in some circumstances the difference is of no significance. In the Liberty
IPT case, the IPT referred to six principles set out below (from Weber v Germany) and
concluded that they should apply to both kinds of material:

“In the case-law on secret measures of surveillance, the Court has developed
the following minimum safeguards that should be set out in statute law in order
to avoid abuses of power (1) the nature of the offences which may give rise to
an interception order; (2) a definition of the categories of people liable to have
their telephones tapped; (3) a limit on the duration of telephone tapping; (4) the
procedure to be followed for examining, using and storing the data obtained;
(5) the precautions to be taken when communicating the data to other parties;
and (6) the circumstances in which recordings may or must be erased or the
tapes destroyed.”™’

See for example Malone v UK; Weber v Germany; Liberty v UK; Kennedy v UK.

Malone v UK, para 84; Copland v United Kingdom (Application no. 62617/00, judgment of 03 April 2007),
paras 39-47.

Cf. Uzun v Germany (Application no. 35623/05, judgment of 2 September 2010), in which the “rather
strict standards” applicable to the interception of telephone conversations were held not to apply to the
placing of a GPS tracking device in a car, para 66.

Weber v Germany para 95, cited in the Liberty IPT case, judgment of 5 December 2014, para 114.
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It seems therefore that the authorisation, storage and use of communications data
and of intercepted material must each meet the Weber v Germany standard. That is
consistent with the detailed picture of an individual's life that can be obtained from
communications data, particularly when different sources are combined.3®

Where the same kind of material is gathered via different means, distinctions may be
particularly hard to draw. In Bykov v Russia, the Grand Chamber of the ECtHR held
that the bugging of a live conversation in a sting operation attracted the same
protections as interception of communications.*®

Bulk collection

Bulk collection of both communications data and intercepted material has been one
of the leading sources of controversy following the disclosure of the Snowden
Documents. Bulk collection is potentially problematic, from an ECHR perspective,
because of the sheer number of individuals whose private lives are interfered with.
As a result, and leaving aside the question of whether it is in accordance with the law,
it may be more difficult to demonstrate that the interference is “necessary in a
democratic society”, or proportionate.

Most applicants to the ECtHR focus on the individual alleged violations of their right
to privacy.*® The court has only considered bulk collection on a small number of
occasions. The leading authority in this area is Weber v Germany, in which the
applicants complained that the German state was monitoring communications in the
absence of any “concrete suspicion” and relying on “catchwords” in order to analyse
the data. The ECtHR dismissed the application as manifestly ill-founded, noting (at
paras 114-117) that “strategic monitoring” was not in itself a disproportionate
interference with the right to privacy. In so concluding it had regard to the narrow and
closely defined justifications for such collection, the safeguards that governed the
authorisation of the collection, the safeguards concerning use of that material and the
data protection systems in place.

In the other leading case concerning bulk collection of intercepted material, Liberty v
UK, the court concluded that the UK legislation in question (the Interception of
Communications Act 1985 [IOCA 1985]) was not in accordance with the law. IOCA
1985 did not provide sufficient safeguards against abuse of the power to intercept or
use the material in question.** Because the case was decided on the “in accordance
with the law” basis, the court did not explicitly consider whether the interference in
guestion was proportionate. On the other hand, as set out above, the court frequently

As the CJEU recently explained in Digital Rights Ireland, para 26: “Those data, taken as a whole, may
allow very precise conclusions to be drawn concerning the private lives of the persons whose data has
been retained, such as the habits of everyday life, permanent or temporary places of residence, daily or
other movements, the activities carried out, the social relationships of those persons and the social
environments frequented by them.”

Application no. 4378/02, judgment of 10 March 2009, paras 78-79.

See for example the judgment in Kennedy v UK, which considered the lawfulness of the s8(1) framework
for individualised warrants but not the more general powers under s8(4).

Liberty v UK, para 69.

78



5.34.

5.35.

5.36.

5.37.

42

43
44

45
46
47

48
49

CHAPTER 5: LEGAL CONSTRAINTS

considers very similar factors under the headings of “in accordance with the law” and
proportionality (and may even consider them together).

In summary, the case law of the ECtHR suggests that bulk data collection and
analysis, in the absence of suspicion, is not in itself a disproportionate interference
with the right to respect for private life. However, bulk collection will be assessed
against a higher standard than individual interferences with the right to privacy. The
justification for that interference, and the safeguards in place to prevent abuse, will
need to be more compelling if the requirements of Article 8(2) are to be satisfied.?

The IPT recently heard extensive argument concerning whether or not the current
bulk interception processes under RIPA s8(4) were “in accordance with the law” in the
Liberty IPT Case. The Claimants argued that the current distinction between internal
and external communication was so unclear that the bulk collection framework was
itself unlawful. They also argued that data sharing arrangements between various
governments and the UK were not in accordance with the law, and that insufficient
safeguards were in place. All those arguments were rejected in the judgment of 5
December 2014, though the IPT went on to rule that prior to disclosures made in 2014,
the regime for sharing data with the US had contravened the “in accordance with the
law” requirement.*® After further (closed) argument, the IPT is expected to determine
the Claimants’ submissions that the bulk interception of external communications is a
disproportionate interference with their Article 8 and Article 10 rights. The Claimants
have already applied to the ECtHR in relation to the arguments rejected by the IPT.%*

Home and away

Every state of whose legal framework | am aware draws some kind of distinction
between the protections afforded to its own citizens or residents and others.** The
apparent distinction in RIPA between “internal” and “external” communications,
together with the additional safeguards under RIPA s16 for persons known to be for
the time being in the British Islands,*® is explained at 6.42-6.59 below.

The ECHR case law has not directly considered the lawfulness of that dichotomy. 4
As a general rule, Member States do not owe ECHR duties to individuals outside their
territory or “effective control”.*® However, both the case law of the ECtHR and the UN
Human Rights Committee have made clear that treaty obligations may extend
extraterritorially.*® The application of that doctrine to surveillance conducted abroad

That conclusion is consistent with the approach adopted by the CJEU in Digital Rights Ireland as set out
below.

Liberty IPT Case, judgment of 6 February 2015.

10 Human Rights Organisations v United Kingdom, an application filed on 10 April 2015 [Liberty
ECtHR Application].

See further 5.90 and 14.76-14.77 below.

British Islands means the UK, Channel Islands and Isle of Man: Interpetation Act 1978 sb5.

In Weber v Germany, the ECtHR declined to decide the question of whether German nationals
resident in Uruguay who complained of “strategic monitoring” of international telecommunications by
the German Federal Intelligence Service were entitled to the protection of the ECHR (the case being
declared inadmissible on other grounds).

In Al Skeini v United Kingdom (Application no. 55721/07, judgment of 7 July 2011), paras 138-148.
European Commission for Democracy Through Law (Venice Commission), Update of the 2007 report
on the democratic oversight of the security services and report on the democratic oversight of signals
intelligence agencies, Study No 719/2013, April 2015, [Venice Commission Report], paras 69-71.
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is uncertain, but some possibilities were recently alluded to by the Venice Commission
of the Council of Europe:

“The collection of intelligence on or over the high seas, or in the territory of
another state, with that state’s permission, will not be in violation of the
customary international law norm of non-intervention. However ... [c]ollection
facilities in military bases, or vessels situated outside national territory, can ...
be within ‘jurisdiction’ for state parties to [the ECHR]. In any event, the
processing, analysis and communication of this material is clearly within
national jurisdiction and is governed both by national law and states’ applicable
human rights obligations.”°

For practical purposes, it is likely that any framework for the interception of external
communications, however defined, will have to be ECHR-compliant. It is generally
acknowledged to be impossible, when gathering communications between two
individuals who are both outside the UK, to avoid collecting some communications
that are internal, in the sense that they are both to and from individuals inside the
British Islands.5!

Jurisdictional issues arise also in relation to the extra-territorial application of national
laws requiring overseas service providers to make data available (e.g. DRIPA 2014
s4), particularly where those laws come into conflict with data protection requirements
in the foreign state. As suggested by the Venice Commission, the long-term resolution
of this issue may require new international standards for privacy.5?

Oversight and authorisation

The ECtHR has repeatedly affirmed that:

“...in a field where abuse is potentially so easy in individual cases and could
have such harmful consequences for democratic society as a whole, it is in
principle desirable to entrust supervisory control to a judge.”?

However, in Klass v Germany it rejected the submission that authorisation must be
provided by a judge. The ECtHR explained that review of surveillance may take place
at three stages: when the surveillance is first authorised, while it is being carried out
and after it has been terminated. The initial authorisation process in Germany was
made by the relevant minister or law enforcement officer (much like the current system
in the UK). The implementation of the measure was overseen by an official qualified
for judicial office. The material that was gathered did not go direct to the competent
authorities: rather it was reviewed by that official to determine whether its use was
compatible with the relevant legislation. Review after the event was carried out by

See also Al-Jedda v UK (Application no. 27021/08, Judgment of 7 July 2011) and UN Special
rapporteur on the promotion and protection of human rights and fundamental freedoms while
countering terrorism, 4th annual report, 23 September 2014 (A/69/397).

Ibid., para 69.

See 6.53 below.

Venice Commission Report, para 71.

Klass v Germany (Application no. 5029/71, judgment of 6 September 1978), para 56; Kruslin v France,
para 34; Kennedy v UK, para 167.
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two bodies, a Parliamentary Control Commission and the G10 Commission, both of
which were independent of the authorities carrying out the surveillance and contained
members of the opposition parties.> The court reviewed all aspects of the
authorisation and oversight regime and concluded it provided sufficient protections to
democratic freedoms.

The current system of ministerial authorisation for individual warrants does not render
the system non-compliant with Article 8, in the opinion of the ECtHR. In Kennedy v
UK, the ECtHR explained in detail the oversight that is currently provided by the IOCC,
the ISC and the IPT.*® The court did not set out a standard of oversight and then ask
whether or not the current framework meets that test. Rather the strength of the
oversight regime was one factor that it took into account when determining whether
the RIPA s8(1) framework was a necessary and proportionate and interference with
the right to privacy; and the absence of judicial involvement during the authorisation
or implementation stage was not fatal.

It should be noted that the Kennedy case concerned individual warrants rather than
bulk collection.

Confidential communications

Certain kinds of communication deserve particular protection, and need to be
approached with especial care.

First, communications between lawyers and their clients are protected by legal
professional privilege [LPP].%® Similar or equivalent provisions exist in the laws of
most other European countries.®” The ECtHR has held that, where a search warrant
is executed at a lawyer’s office, “special procedural safeguards, such as the presence
of an independent observer” should be put in place to avoid an unwarranted breach
of professional confidence.®®

The same principles will apply in cases concerning interception of material subject to
LPP. The precise scope of the additional and further protections that should apply
when privileged documents are being intercepted has not been fully argued in any
case before the ECtHR.%® However, it is clear that such protections are required:

(@) In Kopp v Switzerland the Swiss authorities had tapped the telephones of a law
firm, as part of a wider investigation into corruption. The ECtHR held that was
not in accordance with the law, because Swiss law failed clearly and adequately

They were held to be sufficiently independent “to give an objective ruling”, Klass v Germany, para 56.
Kennedy v UK, paras 166-9.

Whether communications data (recording, for example, the fact that a lawyer spoke to a client or a
potential witness) may be subject to LPP is not entirely straightforward: see JSC Bank v Ablyazov
Bank [2012] EWHC 1252 Comm; C. Hollander, Documentary Evidence (12% edn., 2015) para 17-29.
The fact of such communications is presumably confidential, in any event, and likely to be of special
sensitivity: IOCCO inquiry into the use of RIPA Part | Chapter 2 to identify journalistic sources,
(February 2015), para 6.16.

R (Prudential) v Special Commissioner of Income Tax [2013] UKSC 13, paras 116 and 136.

Niemietz v Germany, para 37. See also Stefanov v Bulgaria, para 38.

As noted at 5.68(b) below, the CJEU, when determining that the Data Retention Directive was not lawful,
also noted that it made no provision for communications that are subject to professional secrecy (Digital
Rights Ireland, at para 58).
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to distinguish between those communications that would attract privilege and
those that would not. The court was also particularly exercised that the
determination of that question was delegated to an official in the Post Office’s
legal department: a part of the executive and not an independent judge.®

(b) In other cases, the court has noted with approval that the French state offered
specific protections to preserve the confidentiality of lawyer/client relations
when their telephones are to be tapped.®! Additional protections will also be
necessary, in many cases, in order to protect the right under ECHR Atrticle 6 to
a right to a fair trial.5?

In the domestic sphere, the Judicial Committee of the House of Lords (the
predecessor body to the UK Supreme Court) considered the question of LPP in the
context of surveillance. The case concerned the power to listen in to confidential
consultations held at a police station between lawyers or doctors and their clients.
The court held that it was lawful, in some circumstances and where authorised
expressly by statute, to carry out surveillance of those conversations. However, the
House of Lords also upheld the view of the Administrative Court that the safeguards
set out in RIPA, and the Code of Practice for surveillance, offered insufficient
protections in a case where privileged communications would be gathered.®

More light has recently been shed on this issue by the Belhadj IPT case. The UK
Government had already conceded that its policy concerning interception of privileged
communications has been unlawful: the IPT held that the privileged communications
of a claimant had been intercepted, and ordered GCHQ to destroy its copies of the
relevant documents.®* Both the Draft Interception of Communications Code of
Practice of February 2015 [Draft Interception Code] and the new Acquisition and
Disclosure of Communications Data Code of March 2015 [Acquisition Code] contain
expanded sections concerning access to privileged communications.®®

Secondly, communications between journalists and their sources are entitled to be
treated in confidence. The ECtHR has held that an interference with the confidentiality
of journalistic sources can only be justified by “an overriding requirement in the public
interest.”® The threshold that must be passed is significantly higher than the ordinary
necessity and proportionality test. In Weber v Germany the applicant was a journalist,
who argued that the interception of her communications was a breach of her right to
maintain the confidentiality of her sources. The ECtHR held that the purpose of
“strategic monitoring” (widespread and without reference to a particular individual)
was not to gather information about journalistic sources. Therefore, the procedures

Kopp v Switzerland (Application no. 13/1997, judgment of 25 March1998), paras 73-75.

Kruslin v France, para 34; Huvig v France (Application no. 11105/84, judgment of 24 April 1990), para
33.

See S v Switzerland (Application no. 12629/87, judgment of 28 November 1991).

MCcE v Prison Service of Northern Ireland and another, C and Another v Chief Constable of the Police
Service of Northern Ireland and M v Same [2009] UKHL 15, [2009] 1 AC 908. See in particular the
comments of Lord Neuberger, para 113.

Belhadj IPT Case, order of 26 February 2015; judgment of 29 April 2015. The decision was the first
time the IPT has found in favour of an individual Claimant, in an open judgment, and held that the
Agencies have acted unlawfully.

Draft Interception Code paras 4.2-4.25; Acquisition Code paras 3.72-3.84.

Goodwin v United Kingdom (Application no. 17488, judgment of 27 March 1996), para 39.
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that were in place to restrict the use and dissemination of material were sufficient to
protect journalists’ freedom of expression and the confidentiality of their sources.®’

However, in a Dutch case the ECtHR held that two investigative journalists had
suffered a disproportionate interference with their right to privacy as a result of covert
surveillance. In that case, the purpose of the surveillance was to identify a journalistic
source and there was insufficient judicial oversight to render the intervention legal.®®
That conclusion was echoed in a subsequent case. The ECtHR stressed that special
safeguards must be in place in order to protect the confidentiality of journalistic
sources, stating: “First and foremost among these safeguards is the guarantee of
review by a judge or other independent and impartial decision-making body.”®°

The Bureau of Investigative Journalism has issued proceedings before the ECtHR
arguing that the current protections provided under UK law do not afford sufficient
protection to journalists’ sources.”® The matter has been communicated to the
Government. Meanwhile another challenge has been filed in the IPT by a Sun
journalist, concerning access to his phone records.”

A third category of protected communications, which has not been considered by the
ECtHR, is parliamentary correspondence. A claim has been issued before the IPT
concerning the interception of communications to and from Parliamentarians.”> A
hearing on preliminary issues of law will take place in July 2015.

Other communications may be specifically protected. The ECtHR has also held that
medical information attracts the protection of Article 8. In Z v Finland, the fact that the
applicant was HIV positive was disclosed in the press reporting of her trial. The court
held that her right to respect for private life had been breached.”

Pending cases before the ECtHR

The case of Big Brother Watch v UK was lodged before the ECtHR in 2013,7* and
communicated to the UK Government. It concerns bulk data collection and data
sharing. In addition, the Liberty ECtHR Application (5.35 above) and the application
brought by the Bureau of Investigative Journalists (5.51 above) have been
communicated to the UK Government.

Weber v Germany, paras 150-152.

Telegraaf Media Nederland Landelijke Media BV and others v The Netherlands (Application no.
39315/06, judgment of 22 November 2012), paras 96-102.

Sanoma Uitgevers BV v The Netherland (Application no. 38224/03, judgment of 14 September 2010),
para 90.

Bureau of Investigative Journalism and Alice Ross v UK (Application no. 62322/14). The current
Interception of Communications Code of Practice [Interception Code] sets out some safeguards at
sections 3.2, 3.6 and 3.9.

No record of the case number is available on the IPT website yet.

Lucas and Moulsecoomb v the Security Service and others (IPT/14/79/CH and 14/80CH). It has recently
been joined with a similar claim issued by George Galloway MP.

Z v Finland (Application no. 22009/93, judgment of 25 March 1997).

Application no. 58170/13.
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The law of the European Union

5.55.

5.56.

5.57.
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The UK is a Member State of the EU, an international organisation governed by
treaties. Parliament has given primacy to EU law, as EU law itself demands.”
Although the EU is not itself a signatory to the ECHR,’® it has its own system of rights
protection which, within the scope of the Treaties, constrains the legislative freedom
both of the Union and of its Member States.

The legal acts of the EU’" may be annulled or declared invalid if they are inconsistent
with the EU Treaties, with the fundamental rights which constitute “general principles
of the Union’s law”’® or with the EU Charter, which has the same legal value as the
Treaties.” Furthermore, unlike under the ECHR, both the CJEU and domestic courts
are obliged to “disapply” provisions of national law, including Acts of Parliament, that
conflict with EU legal norms. In contrast to the ECtHR'’s political enforcement
mechanisms, Member States which fail to rectify an infringement determined by the
CJEU are liable to be heavily fined.&

Charter of Fundamental Rights

Of particular relevance to the law on investigatory powers are Articles 7 and 8 of the
EU Charter, which are based on the ECHR and read as follows:

“Article 7: Respect for private and family life

Everyone has the right to respect for his or her private and family life, home
and communications.

Article 8: Protection of personal data.

1. Everyone has the right to the protection of personal data concerning him or
her.

2. Such data must be processed fairly for specified purposes and on the basis
of the consent of the person concerned or some other legitimate basis laid
down by law. Everyone has the right of access to data which has been
collected concerning him or her and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent
authority.”

ECA 1972, ss2 and 3.

Itis obliged to accede to the ECHR (TEU Atrticle 6(2)); but that prospect is not imminent: Opinion of the
CJEU 2/13, 18 December 2014 EU:C:2014:2454.

Such legal acts include regulations (which are binding in their entirety and directly applicable) and
directives (which need to be implemented in national law, but are binding as to the result to be achieved):
TEU, Articles 288 and 289.

TEU, Article 6(3).

TEU, Article 6(1).

Treaty on the Functioning of the European Union, Article 260.
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There is no direct equivalent in the EU Charter of Article 8(2) of the ECHR. But Article
52(1) provides that:

“Subject to the principle of proportionality, limitations may be made only if they
are necessary and genuinely meet objectives of general interest recognised by
the Union or the need to protect the rights and freedoms of others,”

and the “objectives of general interest” are effectively limited to those referred to in
Article 8(2) of the ECHR by Article 52(3), which provides that insofar as the EU Charter
rights correspond with ECHR rights, “the meaning and scope of those rights shall be
the same”. That is to be read however together with the last sentence of Article 52(3):
“This provision shall not prevent Union law providing more extensive protection”. The
position is thus that the ECHR provides a floor for interpreting the EU Chatrter rights,
but not a ceiling.

Data protection law

Two pieces of EU legislation constrain the freedom to gather and process information
without constraint, via surveillance or any other method.®!

First, the Data Protection Directive sets out a framework for “data processing” that
respects “fundamental rights and freedoms, notably the right to privac12 y” (Recital
2). It lays out the standards that govern the processing of personal data, including
the collection, recording, organisation, storage, adaptation, retrieval, consultation, use
or dissemination of that material throughout the Union (Article 2). Personal data may
only be collected for “specified, explicit and legitimate purposes and not further
processed in a way incompatible with those purposes” (Article 6(1)(b)) and “kept in a
form which permits identification of data subject for no longer than is necessary for
the purposes for which the data were collected...” (Article 6(1)(e)).22

Member States are obliged to ensure that appropriate technical and organisational
measures are in place to protect personal data from accidental or unlawful destruction,
loss or unauthorised disclosure (Article 17(1)).

Secondly, the e-Privacy Directive is concerned with the data generated by and in
association with use of electronic communications. It harmonises the standards of
protection throughout Europe, in order to ensure that personal data, which is protected
by Articles 7 and 8 of the EU Charter, is given adequate security. Article 15(1)
provides:®

“Member States may adopt legislative measures to restrict the scope of the
rights and obligations provided for in Article 5, Article 6, Article 8(1), (2), (3) and
(4) and Article 9 of this Directive, when such restriction constitutes a necessary,
appropriate and proportionate measure within a democratic society to safeguard
national security (i.e. State security), defence, public security, and the

Though it is arguable that they do not do so in all circumstances: see, in particular, the comments on
TEU Article 4(2) at 5.2(b) above.

Directive 95/46/EC.

Directive 2002/58/EC.
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prevention, investigation, detection and prosecution of criminal offences ... To
this end, Member States may, inter alia, adopt legislative measures providing
for the retention of data for a limited period justified on the grounds laid down in
this paragraph.”

Digital Rights Ireland

The CJEU has had, until recently, less opportunity than the ECtHR to pronounce upon
the law of investigatory powers.2* But as the court entrusted with the interpretation of
the EU Charter, a document which has the potential to be construed in a more
expansive manner than the ECHR, its judgments in this area may prove in the long
run to be at least as significant.

Of particular importance is the judgment of the Grand Chamber of the CJEU in Digital
Rights Ireland, a successful challenge to the validity of the EU’s Data Retention
Directive.®

The EU Data Retention Directive, harmonising the various responses by Member
States to Article 15(1) of the e-Privacy Directive, required service providers to retain
data generated for billing purposes concerning use of telephone, internet and email
services for between six and 24 months. The scope of the data in question was broad
and included data necessary to identify a sender and recipient, date, time and
duration, type, equipment of communication and the location of mobile phone calls.
Those data were to be held, beyond the period of time when a service provider might
need them, in order to assist in the investigation and prevention of serious crime. The
service provider was required to make data available, on request, to the police and
security services. The implementing legislation in the UK required service providers
to keep that data for 12 months.8¢

Largely uncontroversial in the UK, the Data Retention Directive evoked strong feelings
in other parts of Europe, culminating in the presentation of mass petitions and a
number of constitutional challenges to its implementation.®’

The CJEU acknowledged that data retained under the Directive could be valuable.
Thus:

(@) It noted “the growing importance of means of electronic communication”, and
described data retained under the Directive as “a valuable tool for criminal
investigations” which afforded the authorities “additional opportunities to shed
light on serious crime”.

(b) The fight against serious crime, “in particular against organised crime and
terrorism”, was itself described as “of the utmost importance in order to ensure

Though see Joined Cases 46/87 and 227/88 Hoechst AG v Commission EU:C:1989:337 (law of search)
and Case C-550/07P Akzo Nobel v Commission EU:C:2010:512 (legal professional privilege).

Joined Cases C-293/12 and C-594/12 Digital Rights Ireland and Seitlinger and others
ECLI:EU:C:2014:238.

The Data Retention (EC Directive) Regulations 2009 (S| 859/2009) s5.

See 8.56-8.57 below.
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public security”, and as potentially dependent for its effectiveness on “the use of
modern investigation techniques”.8®

This notwithstanding, the CJEU declared the Data Retention Directive to be invalid,
for failure to comply with the principle of proportionality. The utility of the Directive in
the fight against serious crime was not enough to render it “necessary”, in the absence
of safeguards which the court ruled that the EU legislator should have provided. In
particular:

@)

(b)

(©)

(d)

(e)

(f)

()]

(h)

The Directive mandated the bulk retention of “all traffic data” relating to “all
means of electronic communication” used by “practically the entire European
population”, including those in respect of whom there was no suggestion that
they had a connection, even indirect or remote, with serious crime (paras 56-
58).

The Directive did not allow for any exceptions relating to communications that
are subject to professional secrecy (para 58).

The Directive did not require any “relationship between the data whose
retention is provided for and a threat to national security”: in particular,
retention was not restricted by reference to particular time periods, places or
persons who were likely to be involved in serious crime or who could contribute
to its prevention, detection or prosecution (para 59).

The Directive did not lay down “any objective criterion” by which to determine
the types of “serious crime” in respect of which the retained data could be
accessed or used: deferring to national definitions was not enough (para 60).

The Directive contained no substantive or procedural conditions concerning
access to and use of the data. In particular, it did not restrict access and use
of the data to what is strictly necessary for “preventing and detecting precisely
defined serious offences or conducting criminal prosecutions relating thereto”
(para 61).

The Directive did not lay down objective criteria to limit the number of persons
authorised to access and use retained data. “Above all’, access by national
authorities was not made dependent on a “prior review carried out by a court
or by an independent administrative body whose decision seeks to limit access
to the data and their use to what is strictly necessary...” (para 62).

The Directive required all data without distinction to be retained for at least six
months, and did not ensure that retention periods must be limited to what is
strictly necessary (paras 63-64).

The Directive did not provide for sufficient protection and security against
abuse and unlawful access, bearing in mind the “vast quantity” and “sensitive
nature” of the data. Service providers were wrongly allowed to have regard to

Digital Rights Ireland, paras 49 and 51.
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economic considerations when determining the level of security which they
applied and the Directive did not ensure the “irreversible destruction” of the data
at the end of the data retention period (paras 66-67).

()  The Directive did not require that the data be retained within the EU, contrary
to the requirement of Article 8(3) of the EU Charter that compliance with the
data protection rules envisaged in Article 8 be controlled by an independent
authority (para 68).

Consequences of Digital Rights Ireland

The precise boundaries of the judgment will not be established for some time. Some
have construed it as an attack on the whole notion of bulk data retention.®® From
another perspective, the UK Government has suggested to me that the CJEU did not
hear detailed argument on some of the requirements that it referred to in its judgment;
and that it is not entirely clear whether each of the grounds summarised at 5.68 above
would have been sufficient to invalidate the Data Retention Directive, or whether it is
only their cumulative effect that did so.

Dutch case

The District Court of the Hague, in judgment of March 2015, recently struck down the
Dutch data retention legislation.®® The judgment is of course not binding in the UK.
But as an interpretation by a national court of the CJEU’s binding Digital Rights Ireland
judgment, it deserves careful study.

Although the Dutch law was described as “autonomous legislation that should be
assessed on its own merits”, it was subject to the constraints of the EU Charter, as
interpreted in Digital Rights Ireland, because Member States which legislate for data
retention are both implementing the e-Privacy Directive and restricting the free
movement of services. The same conclusion is likely in the UK context.%

The District Court rendered the Dutch law inoperable, notwithstanding the State’s
unchallenged submissions that “the detection of certain types of crimes rely almost
exclusively on the use of historical telecommunication data” and that “some of its

See F. Fabbrini, “Human Rights in the Digital Age. The European Court of Justice Ruling in the Data
Retention Case and its Lessons for Privacy and Surveillance in the US”, (2014) Tilburg Law School
Legal Studies Research Paper Series (15), para 24: “De facto it rules out anything short of
individualised, court-approved, requests by national security and law enforcement authorities to collect
and use meta-data generated in electronic communications for specific searches.” See also the extra-
judicial comments of the juge rapporteur (the member of the CJEU responsible for preparing the
judgment), Thomas von Danwitz, in an interview with the Stiddeutsche Zeitung on 17 September 2014:
“Q. So would the general retention of communications data without cause no longer be admissible
following the ruling? A. That is certainly the essence of the ruling, and so a provision introducing a
general obligation to retain, without any grounds for suspicion, would be problematic.”
NL:RBDHA:2015:2498, District Court of the Hague, 11 March 2015, Case no. C/09/480009/KG/ZA
14/1575 (unofficial translation by Anna Berlee for the Interdisciplinary Internet Institute). Other national
data retention laws have also been annulled since the Digital Rights Ireland judgment: see 8.56-8.57
below.

The notion of a “UK opt-out” from the EU Charter was always a misconception. See my written
evidence to the EU Scrutiny Committee in January 2014, at paras 5-10:
http://data.parliament.uk/writtenevidence/committeeevidence.svc/evidencedocument/european-
scrutiny-committee/the-application-of-the-eu-charter-of-fundamental-rights-in-the-uk/written/4922.html.
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extensive criminal cases could not have been resolved without data retention”. It
indeed recognised that its judgment “may have profound implications for the detection
and prosecution of offences” (para 3.6).

As to the detail, the District Court construed the Digital Rights Ireland criteria,
summarised at 5.68 above, as having contributed collectively to the CJEU’s
conclusions. This was helpful to the State, for it enabled the District Court to find
unobjectionable the fact that the Dutch law provided for the storage of everybody’s
data, and not just those of suspected criminals (5.68(a) and (c), above). The court
pointed out that a limitation such as that apparently envisaged by the CJEU would not
be conceivable in view of the law’s purpose of tracing serious crime: “Indeed, in the
case of a first offender, it is not possible to make a distinction in advance between
suspect and non-suspect citizens”.

Other features of the Dutch law however rendered it disproportionate, having regard
to Digital Rights Ireland, in particular:

(a) its failure to provide that the data should be retained within the EU, which was
described as “an essential component for the protection of the people in the
processing of personal data” (cf 5.68(i) above), and

(b) the fact that retained data could be used in relation to “criminal offences not
sufficiently serious to justify the interference”, including bicycle theft and (it
would appear) all other offences for which a suspect could be remanded in
custody: cf. 5.68(e) above.*?

These matters were said to be all the more important because access to the retained
data did not require prior authorisation by a judicial authority or independent
administrative body: 5.68(f)5.68 above. %

English case

The equivalent UK case is a judicial review claim by two Members of Parliament (Tom
Watson MP and David Davis MP) challenging DRIPA 2014, s1, on the grounds that it
is inconsistent with Digital Rights Ireland.®** That case was given permission by the
Administrative Court to proceed, and is currently listed for hearing in June 2015.

The future

Only the courts (and ultimately, the CJEU) can pronounce authoritatively on the extent
to which Digital Rights Ireland constrains current and future UK data retention rules.
If the EU adopts a replacement Data Retention Directive, which it may do in the future,
that too will serve as a constraint. But even if (to make assumptions favourable to the
Government) the Directive turns out to have been invalidated only on the basis of the
cumulative application of the factors set out at 5.68 above, and even if the Dutch court

The District Court noted in this regard that the Data Retention Directive was a response to the terror
attacks in Madrid and London of 2004-2005.

Paras 3.9-3.11.

David Davis MP and Tom Watson MP v Home Secretary.
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is correct that to limit the categories of person whose data is retained, as the CJEU
appears to have wished, would be to destroy the whole concept of data retention and
cannot therefore have been intended, the Digital Rights Ireland constraints will still be
significant. To pass muster under EU law, the UK rules that replace DRIPA 2014 s1
and the Data Retention Regulations 2014/2042 will have to be prefaced at the very
least by consideration of:

(&) limiting the use of retained data to specified categories of “serious crime”;

(b) substantive and procedural conditions for access to and use of retained data;
(c) prior authorisation by a judicial authority or independent administrative body;
(d) variable retention periods, limited to what is strictly necessary;

(e) provision for the physical security of data and its irreversible destruction when
the retention period ends;

()  special treatment for communications subject to professional secrecy; and
(g) the retention of data within the EU.

The Grand Chamber of the CJEU is the apex of the judicial pyramid where EU law is
concerned, and its conclusions are strictly binding. The extent to which current UK
law gives effect to the requirements of Digital Rights Ireland is disputed in the MPs’
case referred to at 5.75 above, which will be heard in the High Court in June 2015. In
the circumstances, it would be inappropriate for me to venture an opinion on its legal
compatibility.

There are however powerful arguments against an over-broad interpretation of the
Digital Rights Ireland judgment. In particular:

(@) What the Grand Chamber said about prior independent authorisation (5.68(f),
above), seems to go further than the case law of the ECtHR but without
explaining why. See, for example, Kennedy v UK (not cited by the Grand
Chamber), in which the ECtHR accepted prior authorisation of individual
warrants by the Secretary of State even where the interception of content was
concerned.

(b) Though the CJEU was prepared to describe data retention as a “particularly
serious” infringement of fundamental rights, concrete examples of harm are not
provided and are not immediately evident.® While there may be some for
whom the retention of data “is likely to generate in the minds of the persons
concerned the feeling that their private lives are the subject of constant

The CJEU'’s suggestion that “it is not inconceivable that the retention of the data in question might
have an effect on the use ... of the means of communication covered by that directive and,
consequently, on their exercise of the freedom of expression” (Digital Rights Ireland, para 28) appears
tentative and largely theoretical, at least where law-abiding people falling outside the specially
protected categories are concerned.
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surveillance” (Digital Rights Ireland, para 37), the survey evidence suggests
that this is putting it rather high.%®

(c) There is a case for excluding the use of retained communications data in
relation to the most trivial of offences (5.67(e) above). But if the mark for
“serious crime” is set too high, damaging crimes will go needlessly unpunished
and public confidence in law enforcement will be reduced.

(d) To limit retention to “particular persons likely to be involved, in one way or
another, in a serious crime”, and/or to “persons who could, for other reasons,
contribute, by the retention of their data, to the prevention, detection or
prosecution of serious offences” (Digital Rights Ireland, para 59), would not only
reduce the effectiveness of data retention in identifying targets but would carry
other risks, since to seek to apply such nebulous distinctions would be to court
allegations of prejudice, profiling and unlawful discrimination.®’

The wider implications of the judgment also need to be reflected upon. Though Digital
Rights Ireland did not concern the bulk interception of content, it is arguable that its
principles (including in relation to prior independent authorisation) should apply in that
area with at least the same force.® Indeed the CJEU stated in terms that the bulk
interception of content would be more intrusive, since unlike the Data Retention
Directive it would affect the “essence” of the fundamental right to privacy (para 39).
There may be implications also for other types of surveillance in relation to which types
of self-authorisation are practised, in particular by the security and intelligence
agencies. All this is subject to EU law being applicable: though to the extent that
Digital Rights Ireland may in the future be adopted or followed by the ECtHR, that
distinction will cease to matter.

Google Spain

A further, more recent decision that may also affect any future data retention
legislation is the judgment in Case C-131/12 Google v Spain.*®* The CJEU
determined, in brief, that a search engine (such as Google) was a data controller for
the purposes of the Data Retention Directive. As a result, it was obliged to protect the
fundamental rights of the owner of that data and in particular to protect the right to be
“forgotten” by responding to requests that certain data be destroyed or not made
available.

See, e.g., TNS-BMRB (2.27(a) above).

My experience as independent reviewer of terrorism legislation indicates that the universal exercise of
intrusive powers (e.g. to require screening at an airport) is accepted by almost everybody, whereas the
use of discretionary intrusive powers (stop and search; port detentions) may be perceived as
discriminatory and used (whether justifiably or not) to foment a sense of grievance in affected
communities.

Note however that the point is currently in dispute before the courts; and that it was ruled in the Liberty
IPT case (though by reference only to ECHR case law) that the existing UK system for authorising
interception warrants is unobjectionable: Liberty IPT Case, judgment of 5 December 2014, para
116(vi).

EU:C:2014:317.
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Following Google v Spain, service providers and government agencies that hold
communications data, are data controllers. They should be prepared to receive, and
where appropriate agree, to requests for data destruction.

Pending cases before the CJEU
Two other cases, though not yet decided by the CJEU, should be mentioned:

(a) the case referred by the Irish High Court regarding the adequacy of the “safe
harbour” agreement under which data is transferred in bulk to companies such
as Facebook, where it is subject to less onerous data protection rules than in
the EU;'°° and

(b) the pending opinion on the lawfulness of the EU-Canada agreement on sharing
air passenger data in bulk, referred to the CJEU by the European Parliament
on 25 November 2014101

Both may shed further light on the attitude of the CJEU towards the sharing of bulk
data.

International Law

5.84.

5.85.

5.86.

101

102

Principles of international law (with the exception of customary international law)
cannot generally be relied upon in the UK courts unless they have been incorporated
into UK domestic legislation.’®> Treaty obligations are binding as a matter of
international law; but the jurisprudence of public international law is less complete
than that of the European courts, and adds little to it.

Nonetheless, the reports of UN High Commissioners and Special Rapporteurs
command respect, and may in the future be influential in establishing international
norms.

Treaty law

The principal relevant Treaty provision is Article 17 of the International Covenant on
Civil and Political Rights 1966 [ICCPR]:

“1. No one shall be subjected to arbitrary or unlawful interference with his
privacy, family, home or correspondence, nor to unlawful attacks on his
honour and reputation.

Case C-362/14 Schrems v Data Protection Commissioner.
https://edri.org/eu-canada-agreement-on-pnr-referred-to-the-cjeu-whats-next/. For EU law on data
surveillance and sharing, see C. Murphy, EU Counter-Terrorism Law (2012), chapter 6.

R (SG and others) v Secretary of State for Work and Pensions [2015] UKSC 16, per Lord Reed at para
90. In an interesting dissenting opinion, Lord Kerr at paras 235-257 challenged this “constitutional
orthodoxy” on the basis that “If the government commits itself to a standard of human rights protection,
it seems to me entirely logical that it should be held to account in the courts as to its actual compliance
with that standard”.
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2. Everyone has the right to the protection of the law against such
interference or attacks.”

The ICCPR was referred to in the recent report of Ben Emmerson QC: 5.91 below.
UN High Commissioner for Human Rights

In December 2013, the General Assembly of the United Nations adopted Resolution
68/167 concerning the right to privacy in the digital age. It notes that “unlawful or
arbitrary surveillance and/or interception of communications, as well as unlawful or
arbitrary collection of personal data [are] highly intrusive acts [that] violate the rights
to privacy and to freedom of expression and may contradict the tenets of a democratic
society.” The Resolution calls on states to act in accordance with international law
and to establish effective oversight, to respect the right to privacy and to review their
current mechanisms of surveillance.

The Resolution requested the UN High Commissioner for Human Rights, Ms
Navanethem Pillay, to submit a report on the protection and promotion of the right to
privacy. That Report, was published on 30 June 2014.1% Drawing on the work of the
Human Rights Committee, the Commissioner stated, in language familiar from the
European case law:

“Where there is a legitimate aim and appropriate safeguards are in place, a
State might be allowed to engage in quite intrusive surveillance; however, the
onus is on the Government to demonstrate that interference is both necessary
and proportionate to the specific risk being addressed.”

She went on to apply that reasoning to what she called mass or bulk surveillance
programmes, pointing out (para 25) that:

“... it will not be enough that the measures are targeted to find certain needles
in a haystack; the proper measure is the impact of the measures on the
haystack, relative to the harm threatened; namely, whether the measure is
necessary and proportionate.”

UN Special Rapporteur

The UN Special Rapporteur on the promotion and protection of fundamental rights
and human freedoms while countering terrorism, Ben Emmerson QC, wrote about the
subject in his fourth annual report in September 2014.1%* He stated that “the use of
mass surveillance technology effectively does away with the right to privacy of
communications on the Internet altogether”, and argued (at paras 12-14) that given
the scale of the interference with privacy, the corresponding public policy benefit must
be very substantial.

He also suggested (at paras 42-43) that laws which distinguish between internal and
external communications, either by reference to physical location as in the UK or

The right to privacy in the digital age, (June 2014), A/HRC/37.
A/69/397.
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citizenship as in the United States, are unlawful. He stated that Article 26 of the
ICCPR, prohibiting discrimination, requires all States “to afford the same privacy
protection for nationals and non-nationals and for those within and outside their
jurisdiction” (para 62). If so, the ICCPR may impose more onerous obligations than
the ECHR, which protects only those within the jurisdiction of its contracting States,
including areas outside their borders over which they have effective control.

Both the Human Rights Commissioner and the Special Rapporteur were extremely
wary of bulk data collection, and emphasised the difficulties in justifying wide-ranging
intrusions into privacy. Like the European Courts, however, neither went so far as to
suggest that it was inherently incapable of justification, given sufficient and effective
safeguards.1%

Emmerson suggested that the justification would have to be “compelling”: ibid., para 9. Pillay sounded
a similar note, arguing that stronger and more robust procedural safeguards are required to prevent
arbitrary interference with the right to privacy: The right to privacy in the digital age, (June 2014),
A/HRC/37, para 15. On the other hand, she did suggest that mandatory data retention “appears
neither necessary nor proportionate”: para 26.
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6.1

POWERS AND SAFEGUARDS

It is illegal to intercept communications, or to obtain certain information about the use
made of a telecommunications service, without the consent of the user.! However,
Parliament has allowed a number of exceptions to this rule. This Chapter explains the
current legal basis on which public authorities may collect and analyse people’s
communications, or records of their communications. Chapter 7 describes how the
provisions set out below are implemented in practice.

Key concepts

6.2.

6.3.

6.4.

6.5.

o g~ w N P

The basic distinction that governs the operation of the law in this area is the difference
between interception and communications data.

Interception

Interception is the collection of communications in the course of transmission.? RIPA
provides that an interception takes place when “contents of the communication [are
made] available while being transmitted to a person other than the sender or intended
recipient of the communication” The key word “content” is not defined in RIPA. Rather
RIPA defines communications data, as set out below. Data that are not
communications data are treated as content. Interception might consist of a wiretap
on a telephone line or the gathering of emails or text messages in the course of
transmission along communications cables. It makes available to the reader the
contents of that communication and also the data relating to that communication
(related communications data).*

RIPA s2(7) provides:

“For the purposes of this section the times while a communication is being
transmitted by means of a telecommunication system shall be taken to include
any time when the system by means of which the communication is being, or
has been, transmitted is used for storing it in a manner that enables the intended
recipient to collect it or otherwise to have access to it.”

Therefore, perhaps surprisingly, an email is “in the course of transmission” when it is
stored on a server. That view was affirmed by a recent decision of the Court of Appeal,
which held that obtaining access to voicemails stored on a telephone is an
interception.®> As a result, certain techniques that provide access to the contents of
stored communications, such as CNE or the hacking of cloud storage systems, may
involve the interception of communications, which may be authorised by the various
statutory powers set out below.®

RIPA ss1 (1) and (2); Wireless Telegraphy Act 2006 [WTA 2006] ss48 (1) and (4).
RIPA s1(1).

RIPA s2.

See the definition of related communications data in RIPA s20.

R v Coulson and another [2013] EWCA Crim. 1026.

By way of example, CNE or hacking might be authorised under ss5 or 7 ISA 1994.
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Communications data

Communications data are data about use made of a telecommunications or postal
service but not the contents of the communications themselves. Unlike intercepted
material, communications data do not necessarily have to be collected when
correspondence is “in the course of its transmission”.” Communications data are
generally obtained retrospectively from a service provider that retains that information
(such as a mobile phone company), though when intercepted material is collected in
the course of transmission, the related communications data are also collected. RIPA
divides communications data into three categories:

(@)

(b)

(c)

Traffic data which identifies the person, apparatus, location or address to or
from which a communication is transmitted, and information about a computer
file or program that has been accessed or run in the course of sending or
receiving a communication.® Traffic data includes such matters as the geodata
(or location data) produced by mobile phones on the move, as they
communicate with base stations (cell-site data) and private WiFi networks,
together with information on servers visited. The applicable Code of Practice
states that website addresses or Uniform Resource Locators [url]s to the first
slash e.g. https://www.google.co.uk are traffic data. On that basis the page
address beyond the first slash, e.g. https://www.google.co.uk/#g=url+meaning,
is content.® IP addresses are traffic data when they are allocated dynamically
or temporarily to enable a communication to be routed.®

Service use information relating to the use of a particular telecoms service. It
is usually held by a service provider and records how many times and when a
person made use of that service as well as which services they have used, such
as amounts of data downloaded.'* A simple example is an itemised phone bill.

Subscriber information is all other information that the service provider holds
about the person that uses the service. It covers the details that a customer
provides to the service provider such as their address, telephone number or
email address, but may include e.g. bank account data and personal information
requested at sign-up.!?

The three categories are assumed to be in descending order of intrusiveness, as may

be seen from the (limited) respects in which the law treats them differently. Thus:

RIPA s1(1).

RIPA ss21(4)(a) and 21(6).

Acquisition Code, para 2.20: “traffic data may identify a server or domain name (web site) but not a
web page.” As pointed out by IOCCO there is a degree of ambiguity here, arising out of the absence of
any definition of “content” within RIPA. IOCC Submission to the Review, paras 3.2.6 and 3.2.7.

Ibid. The Acquisition Code provides at 2.26 and fn 42 that dynamic IP addresses may be stored by a
service provider in conjunction with subscriber information, in which case it would need to be treated as
subscriber information, not traffic data.

RIPA ss21(4)(b) and 22(4).

RIPA s21(4)(c).
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(@) Certain public authorities (including local authorities) are entitled only to request
service use information and subscriber information.®

(b) Even bodies which are entitled to all three categories may be bound by different
authorisation requirements: for example, a designated police inspector may
request subscriber information, whereas a request for service use data and
traffic data must be authorised by a superintendent.

The categorisation has been criticised as obscure and unsatisfactory: | return to the
point at 14.12 and Recommendation 12 below.

Powers outside RIPA

6.9.

6.10.

6.11.

6.12.

13
14
15

16
17

18

The current statutory framework governing investigatory powers has developed in a
piecemeal fashion. The critical piece of legislation is RIPA. However, it is convenient
first to introduce a number of other parallel statutes that authorise interception and the
acquisition of communications data, but without (as a rule) the same degree of
attention, analysis and oversight that is given to RIPA. RIPA itself makes clear that it
does not supplant those other frameworks.® The Government expressed its intention
some time ago to streamline the various statutory mechanisms via which data may be
obtained.*®

Non-RIPA interception

Apart from RIPA, WTA 2006 is the key statute allowing for the interception of
communications.’

Sections 48 and 49 grant the Secretary of State and the Commissioners of Revenue
and Customs a very broad power to authorise the interception of wireless or other
communications. Interception must be necessary for a series of statutory purposes,
including prevention of crime and disorder or the interests of national security. It must
also be proportionate to the objective sought. The authority to intercept may be
granted to any persons that the designated authority considers appropriate and for
such time as the designated authority considers appropriate. The warrant must be
issued by hand. The ISC reports that the Foreign Secretary has issued a single
authorisation covering all of GCHQ'’s activities under the WTA 2006.18

The relationship between WTA 2006 and RIPA is somewhat opaque. There is no
operational distinction betwee