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MEMBER STATES

Andorra

Preamble

Conscious of the fact that human rights, democracy and the rule of law are inherently interwoven and
convinced of the need to establish, as a matter of priority, a common legal framework establishing
fundamental principles and rules governing design, development, and application of artificial intelligence

systems which would effectively preserve the shared common |va|ues]and at the same time be conducive Commented [C1]: We believe that this aim should include
to innovation; the necessary participation and collaboration in these values

from different actors both private, public and society in
general

Article 2 — Definitions
Paragraph b

b. “lifecycle” means all phases of existence of an artificial intelligence system between its design and

[decommissionind; /‘ Commented [C2]: including its operation and

maintenance processes

Article 3 — Principle of non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, religion,
political or any other opinion, national or social origin, association with a national minority, property,
birth, state of health, disability or other status, or based on a combination of one or more of these

Erounds[. /‘ Commented [C3]: We believe that is worth mentioning

the discrimination related to the so-called “Digital Divide™

Article 5 — Design, development and application of artificial intelligence systems
Paragraph 2

2. ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is grounded in the principle of sustainability and solidarity and

the need to protect the IenVironme“tl; Commented [C4]: And to reduce the impact on climate
change and global warming

Paragraph 5

5. ensure a continuous chain of accountability, responsibility and legal liability for any unlawful
harm in respect of design, development and application of artificial intelligence systems

throughout their lifecycle and that appropriate redress mechanisms are [available]

@ e Commented [C5]: And the need to set up a framework of

denunciation and protection for those who disclose these

harms (aka whistleblowers)

Paragraph 6
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6. ensure that, where appropriate, adequate oversight mechanisms as well as transparency and
auditability requirements tailored to the specific risks arising from the context in which the
artificial intelligence system is designed, developed and applied are in blace]; Commented [C6]: This must consider the necessary

protection of industrial patents and other mechanisms
related to Intellectual Property

Paragraph 9

9. strive to ensure that fundamental questions raised by the design, development and application
of artificial intelligence systems are the subject of appropriate public discussion and multi-
stakeholder consultation in the light, in particular, of relevant social, economic, ethical and legal
hmplications} Commented [C7]: These implies the need to set up

mechanisms of collaboration among parties to do so in order
to enhance the so-called “Ethics by Design” spirit

Article 7 — Procedural safeguards
Paragraph 4

4. Parties shall ensure that any person has the right to know that one is interacting with an artificial

intelligence system rather than with a human and, where appropriate, shall provide for the option

of interacting with a human in addition to or instead of an artificial intelligence Isystem Commented [C8]: In here we should consider that,
depending on a previous risk assessment, this possibility of
using a Al system or a human interaction should be granted
in equal condition

Article 11 — Risk and impact assessment

Paragraph 1

1. Without any prejudice to already existing relevant national and international legal instruments,
and irrespective of whether the respective activities are undertaken by public or private actors,
Parties undertake to adopt a methodology applicable to design, development and application of
artificial intelligence systems, for identifying, analysing and evaluating risk and assessing impact
of the application of artificial intelligence systems in relation to the enjoyment of human rights,
the functioning of democracy and the observance of rule of |Iaw|. Commented [C9]: This methodology shall be undertaken
considering the different actors, both public, private, and
society. We believe that to be truly effective should consider
Azerba Ua n the reality of the industry and the ways on what the IA
ared d, impl ted, deployed, operated,
maintained, and decommissioned

Preamble

Mindful also of the right to privacy and the protection of personal data, as conferred, for example, by the
1981 Council of Europe Convention for the Protection of Individuals with regard to Automatic Processing
of Personal Data and amending protocols;

Commented [C10]: Considering that General Data
Protection Regulation set forth the rules as regards the
protection of natural persons with regard to the
processing of personal data and rules rela ing to he
free movement of personal data, besides, protects

Article 2 — Definitions fundamental rights and freedoms of natural persons and
in par icular their right to the protec ion of personal data,
Paragraph a GDPR may also be added to this paragraph.

a. “artificial intelligence system” means a machine-based system that is capable of informing or
autonomously generating outputs such as predictions, recommendations or decisions using
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machine and/or human-based data and inputs and influencing the environment that it interacts

with|

Paragraph c

c. “artificial intelligence provider” means any natural or legal person, public authority or other
body that develops an artificial intelligence system or that has an artificial intelligence system
developed with a view to putting it into service/commissioning lf“

Commented [C11]: Article 3 (1) of he "Proposal for a
Regulation of the European Parliament and of he
Council Laying Down Harmonised Rules on Artificial
Intelligence (ar ificial intelligence act) and Amending
Certain Union Legislative Act also defines the «artificial
intelligence system” concept. Would it be better to
prescribe the same definition as in he EU Al Act 2021

Paragraph e

e. “artificial intelligence subject” means any natural or legal person whose human rights and
fundamental freedoms, legal rights or interests are impacted by decisions made or substantially
informed by the application of an artificial intelligence system

Article 6 - Additional requirements for design, development and application of
artificial intelligence systems in the public sector

Chapeau

Bearing in mind the increased risks posed to human rights, democracy and the rule of law by the
application of artificial intelligence systems or combinations of such systems in the public sector and the
need to ensure proper accountability, responsibility and legal liability in relation to lthe application pf such
systems.”

Paragraph 4

4. ensure that all relevant artificial intelligence users receive appropriate training in operating any
artificial intelligence systems employed as well as the respective limitations of such systems*

Article 7 - Procedural safeguards

Parties shall ensure that, where appropriate, the usage of an artificial intelligence system is duly recorded
and communicated to the artificial intelligence subjects concerned. The exercise of the right of access to

Commented [C12]: According to paragraph c, provider
develops artificial intelligence system. However, as
stipulated in Article2 paragraph b (attachment 2), the
lifecycle of Al system starting from « design » phase and
ends « decommissioning » phase, while the « development »
and « application » are the middle phases.

Thus, in paragraph d, it would be better to add other phases
of lifecycle.

Commented [C13]: Why “public authority or other body”
are not included in this paragraph, while these definitions
are stipulated in the paragraph “d” (attachment 2)?

Their (public authority or other body) rights may also be
impacted by the use artificial intelligence system.

Commented [C14]: Why other phases of Al systems, such
as design or development are not stated in this content,
while both phases are referred to in the title of Article 6?

Commented [C15]: Why such trainings are not intended
for artificial intelligence providers (Look Article 2, c
(attachment 2) for the meaning of “artificial intelligence
provider)?

the relevant records, including the grounds on which it may be exercised shalt-b by d i

fewas prescribed in paragrapgh §[

Article 11 - Risk and impact assessment

Without any prejudice to already existing relevant national and international legal instruments, and
irrespective of whether the respective activities are undertaken by public or private actors, Parties

Commented [C16]: As it is written in paragraph 5 of the
Ar icle 7, applicable law regarding the « exercise of
rights and including the grounds on which these rights
may be exercised » will be domes ic law of the
respective Parties. Therefore, it is not reasonable to
include « governing law issue » in another parapgraph
of Artcile 7
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undertake to adopt a methodology applicable to design, development and application of artificial
intelligence systems, for identifying, analysing and evaluating risk and assessing impact of the application
of artificial intelligence systems in relation to the enjoyment of human rights, the functioning of
democracy and the observance of rule of Iaw“

Article 12 - Measures in respect of artificial intelligence systems posing
significant levels of risk

Parties shall, in accordance with their domestic law, provide for the imposition on artificial intelligence
providers and users of an obligation to apply all necessary preventive and mitigating measures to an
artificial intelligence system, deemed in accordance with the methodology referred to in Article 11,
paragraph 2, to present significant levels of risk of interfering with the enjoyment of human rights, the
functioning of democracy and the observance of the rule of law, aimed at mitigating that risk, as well as
to document and keep t[he records lof the respective process.

Article 14 — Prohibited artificial intelligence practices

]The following artificial intelligence practices shall be banned:l

Paragraph 1

1. the use of artificial intelligence systems [by public authorities Iusing biometrics to identify,

categorize or infer emotions of individuals;

Article 17 - International co-operation

Paragraph 2

Commented [C17]: What will be the legal effect of the
me hodology?

The legal effect of methodology might be in the form of
a legally binding, such as drafted and adopted by a
respective state body document as a binding law or a
guideline prepared and issued as a soft law?

__—{ Commented [C18]: Either in writing or electronic copy? |

Commented [C19]: May be extended to he scope of
EU Al act article 5.

In Article 5 (1), paragraph D (Attachment 3) of EU Al
act, « the use of ‘real-time’ remote biometric

iden ification systems in publicly accessible spaces for
the purpose of law enforcement » is a banned prac ice,
which is necessary to include such sort of clause into
this Convention

2. Parties shall, on a regular basis, |exchange information between them concerning design,
development and application of artificial intelligence systems Luhich they assess as posing
significant levels of risk to the enjoyment of human rights, the functioning of democracy and the
observance of rule of law.

Malta

At this moment, Malta has no additional comments to make with respect to the Zero Draft Convention.
Having said that, Malta agrees and emphasises on the establishment of a ‘national supervisory authority’
in line with Article 18 in order for there to be a primary communication between the respective country
and the legislative body. On the other hand, there are concerns with respect to Article 11 which requires
a risk and impact assessment of Al systems in relation to human rights, democracy and rule of law which
in our opinion would create a cumbersome procedure especially for start-ups. Moreover, Malta stresses

/‘

Commented [C20]: Recommended to replace wi h “by
whom such use is executed” or “by whom it can be
implemented™.

Because ar ificial intelligence systems may be used by
private sector

Commented [C21]: In what form and to what extent the
exchange of information will be conducted?
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the need for there to be coherence amongst the draft legislative instruments which are being proposed
by different legislative bodies with respect to Al. Lastly, Malta takes the opportunity to once again express
its opinion that the legislative instruments being proposed go beyond regulating Al, into regulating
particular activity, such as social scoring and high-risk operations. While we agree that such activity should
be regulated, it is out of place in the regulation of technology. In addition, the proposed legislative
instruments are too technology specific, in the sense that it is not the activity that is being banned or
limited, but the use of Al in that activity.

Sweden

Preamble

We would like to ask for clarifications regarding the formulation on the balance between interests,
specifically between “various economic, security and other interests” and the respect for human rights.
One understanding could be that the interest and respect for human rights should be superior to other
interests insofar as this instrument/framework is concerned.

Article 5 - Design, development and application of artificial intelligence systems

We appreciate that the Draft Explanatory Report specifically mentions the so-called “margin of
appreciation” with regard to these matters.

Paragraph 2

We note that while section 19 in the Draft Explanatory Report (corresponding to article 5.1) includes a
motivation for the inclusion of “research” in Article 5.1, such a motivation is missing with regard to the
inclusion of “research” in Article 5 2. We also note that “research” is excluded in Article 5.3 and the rest
of Article 5. Thus, we would like to ask for further elaborations on the choice to include research in Article
5.2 but not in 5.3 nor the remaining sub-articles of Article 5.

Paragraph 3

We welcome that the importance of the principle of equality and the risk of discrimination is explicitly
mentioned and underlined in relation to implementation and use of Al, and especially what is stated in
the Draft Explanatory Report in sections 21, 22, 24 and 25.

Article 11 - Risk and impact assessment

We would like to ask if any assessment or analysis has been done regarding the administrative burden
brought on by the risk and impact assessment as specified in Article 11. The administrative burden is often
a point of concern, especially in relation to innovation and technological development.



CAI(2022)09

Article 12 - Measures in respect of artificial intelligence systems posing
significant levels of risk

Paragraph 1

We would like to ask for the reasoning behind the formulation “to apply all necessary preventive and
mitigating measures” compared to, for instance, “to apply sufficient preventive and mitigating measures”
or similar.

Article 14 - Prohibited artificial intelligence practices

We would like to ask for the motivation behind why these specific systems/areas of application (Art 14.1
and Art 14.2) have been included. In the corresponding section in the Draft Explanatory Report (section
57), it is stated that this provision gives "a few examples of the systems which may require particular
attention” which does not give the impression that the choice to include these specific systems is definite.
If the actual systems to be included under prohibited practices are to be determined at a later stage, how
will that process work?

Switzerland
General comments

e Building on existing regulation: The convention should build on existing international law,
expanding and concretizing it only where necessary.

e "Technology Neutrality”: Wherever possible, the convention should focus on regulating the
potentially negative and undesirable effects of Al, and not the "technology" Al per se.

o Distinction between government and private responsibility: The convention should take into
account the different responsibilities of public and private actors and, where appropriate, set
specific requirements for government use of Al.

e Strengthening human rights, democracy and the rule of law while being innovation-friendly:
The convention should be exemplary in terms of human rights, democracy and the rule of law and
strengthen these. At the same time, the convention should also emphasize the opportunities of
Al and be designed in such a way that it promotes innovation and does not "stifle" it.

e Impact assessment: The convention should not only focus on a prior ("ex-ante") risk assessment
of the applications of Al, but also include impact assessment considerations.

e Implementation mechanisms: To guarantee the effectiveness of the convention, it should
provide for implementation mechanisms. States should be given as much leeway as possible in
designing national mechanisms.
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e Building on recognised methods: Alignment of implementation mechanisms amongst Member
States reflects the globalised nature of technology. The convention should invite Member States
to make use of internationally recognised methods following recommendations from competent
organisations, good practices, or international standards. Adherence to recognised methods
should facilitate or promotes compliance with the requirements of the Convention.

® Promoting digital self-determination: The convention should promote digital self-determination
by protecting data while at the same time enabling innovation. Coherence with Convention 108+
must be ensured.

® Focus on democracy: While the convention is much concerned with human rights and the rule of
law, there seems less focus on the overall impact and systemic risks of Al on democracy and the
wider society. This could be made more specific, e.g. in an own article.

® Freedom of science: As long as research is in accordance with human dignity, human rights and
fundamental freedoms, no unnecessary requirements should be imposed on research and science
so that they can reach their full potential for the benefit of society.

® Inclusivity and transparency of the process & multistakeholder approach: The CAl negotiation
process should be inclusive and transparent and should involve all interested and relevant
stakeholders. The draft of the convention should be made available for public consultation in due
time.

® Gender equality: Gender equality is a priority for Switzerland. Switzerland is therefore committed
to ensuring that the gender equality perspective is maintained and upheld throughout the
Convention.

® The lack of the Annex / Methodology for risk and impact assessment of artificial intelligence
systems: Switzerland considers this methodology to be a fundamental element of the convention.
As long as the annex is still under development, it is difficult to conclusively define the positions
on the overall convention, as there are many references to this methodology.

Preamble

Recognising the value of fostering cooperation between the with-the-etherParties to this Convention;

Conscious of the accelerating developments in science and technology and the profound changes brought
about by the application-use of artificial intelligence systems through the provision of new tools, which
have the potential to promote human prosperity as well as individual and social well-being by enhancing
progress and innovation;

Concerned by the risk that certain uses of some artificial intelligence systems also have the potential for
unduly interfering with the exercise of human rights and fundamental freedoms, undermining democracy
and violating the rule of law through such harmful practices and effects as, for instance, unrestricted mass
surveillance, information distortion, the failure to respect the principle of non-discrimination o

uvrlawful-diseriminetien—the general weakening of human agency, unlawful electoral interference and

higital exclusionL

Commented [C22]: what is “digital exclusion”, who is
luded from what and how can some artificial intelligence

systems lead to “digital exclusion”?
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Conscious also of the fact that in view of its framework character the Convention may be supplemented
by further binding or non-binding instruments to address challenges and using the benefits relating to the
eppheation-use of artificial intelligence in specific sectors;

Article 1 — Purpose and object

Paragraph 3

3. In order to ensure effective implementation of its provisions by its Parties, this Convention
establishes ]al follow-up mechanism.

Article 2 — Definitions

Paragraph a

a. t"artificial intelligence system” }neans a machine-based system that is capable of informing or
autonomously generating outputs such as predictions, recommendations or decisions using
machine and/or human-based data and inputs and influencing the environment that it
interacts with;

b. }"Iifecycle" }neans all phases of existence of an artificial intelligence system between its design
and decommissioning;

c. '1artificial intelligence provider{' means any natural or legal person, public authority or other
body that develops an artificial intelligence system or that has an artificial intelligence system
developed with a view to putting it into service/commissioning it;

e. ’1artificial intelligence subjectf' means any natural or legal person whose human rights and
fundamental freedoms, legal rights or interests are impacted-affected by decisiensmadesr
L d-biy-the epphieatien-use of an artificial intelligence system.

Article 4 — Scope

Paragraph 1

1. Parties undertake to apply this Convention to |de5|-gr, daval t andappheation-ofartificial
intelligence systems throughout their Ilfecyclel regardless of whether these activities are
undertaken by public or private actors.

Paragraph 2

2. The present Convention shall not apply to ]design, development and application bf artificial —
intelligence systems used for purposes related to national defense.

Commented [C23]: In the explanatory report, the term
“specific mechanisms" is used in the plural. We propose to

lardise the terminology and use the singular
everywhere.

Commented [C24]: The definition of the term “artificial

intelligence system™ (Al system) is of outmost importance

and needs to be carefully established. Defining Al system is

defining the object of lation of this C ion. We

propose to have a th gh di ion with respect to the

definition of this term before moving on to discuss how Al
should be lated.

We support the idea of using a definition that is generic
enough for it not to be restricted to a specific area of data

or a specific technology in order to primarily focus on
the outcome of an Al system and allow the Convention to be
future-proof. However, as ﬂle deﬁmt:on reads currently, it is
so brad that even classit or ic forecasts
would fall under it, what we do not support. We see the need
to discuss to what extend an Al system should be understood
as performing at least some sort of data analysis or whether
any form of digital process automation should fall into the
scope of this Convention. We believe the latter option would
broaden the scope of this Convention to such an extent that
it would become impracticable and miss its target.

Commented [C25]: The term “lifecycle” is defined here but
only used in three other instances in this draft. The three
terms “design, develop t, and lication [of artificial
intelligence systems]” are used at almost twenty instances,
at times with the addition of the term “research”, while the

term lifecycle is mostly not.

Commented [C26]: : In the last part of this definition, we
find it unclear what “has an Al system developed” means. We
underline the importance of holding all participants
accountable in case of violation, we have to make sure each
party to the contract must apply this convention.

Commented [C27]: We propose deleting these terms as it
suggests a further qualification of Al system while reiterating
elements already used in the definition for Al system.

C: We note that natural or legal person potentiglly affected
by the application of an Al are not included in this
definition.

Commented [C28]: See our comment under Article 2 (b).
We consider the terms used being ambiguous and
msufﬁcnently defined. If “design, development and

~ are idered being a subset of “lifecycle”, then
these terms are used redundantly.

10

Commented [C29]: see comment regarding these terms
under Article 2 (b) We consider the terms used being
ambiguous and msuﬂiclentiy defined. If “design,

and “are it d being a subset
of 'Ijecycle then these terms are used redundantly.

S "
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Article 5 — |Design, development and application |of artificial intelligence systems

Chapeau

Seaii-n&&n-mi-nd-t-h@aeedln order]to safeguard and uphold human dignity, human rights and

Commented [C30]: see comment in Article 2 (b) re.
“lifecycle” We consider the terms used being ambiguous and
msuﬁiaently defined. If “design, development and

“ are idered being a subset of “lifecycle”, then
these terms are used redundantly.

fundamental freedoms, preserve and foster robust and accountable democratic institutions and
safeguard the rule of law as the institutional basis for assuring both democratic participation and the
effective protection of human rights and fundamental freedoms from the use of artificial intelligence

systems with the potential to affect these values, in-theirrespeetivejurisdietionsParties shall:
Paragraph 1

1. ensure that any research, design, development and application of artificial intelligence systems
or s compatible with core values of democratic societies. In

particular, Parties shall ensure that such Iresearchl design, development and application are not

Commented [C31]: The introduction to this Article is a
reiteration of the Preamble that serves no further purpose if
left as such. Therefore, we propose to bring the focus back on
the purpose of this C tion being i p

harm of application of artificial intelligence systems to
human rights, democracy and the rule of law.

in order to align with Article 6 and Chapter lll, and prevent
confusion, we propose to utilize the term “use” instead of
“application™.

aimed at Lmdermining or curtailing fundamental rights and freedoms, the functioning of
democracy or the observance of rule of Iaw{,

Commenhd [C32]: The addition “or combination of such
* is undefined and broadens the licability of this
C ion. We believe that a bination of Al is

Paragraph 2

2. ensure that any [researchl design, development and application of artificial intelligence systems

an Al system, therefore this addition is not needed.

or combinations of such systems is grounded in the lprinciple of sustainability and solidarity and
the need to protect the environmentj

Commented [C33]: As a general comment, it is unclear
how research is to be included in this C ion. It should be
made clear if research is included in the life cycle and how it
should be limiting the scope of the convention. We believe [_'

Paragraph 3

3. ensure that Liesign, development and application L)f artificial intelligence systems respects the

Commented [C34]: We propose to use a unified definition
for what the Convention intends to prevent. The Preamble
uses “potential for unduly mtelfermg with the exercise of

h rights and fund I fi e

principle of equality, including gender equality and rights related to discriminated groups and
people in vulnerable situations;

Paragraph 4

4. ensure that privacy of individuals is protected including through applicable personal data
protection and data governance laws and standards and that data protection principles and
rules are applied in respect of Liesign, development and application L)f artificial intelligence

Commented [C35]: “research” see comments in Article 2
(b) re. “lifecycle” and 5 (1) re. “basic research or research and
development in industry™

Commented [C36]: it would be appropriate to clarify the
scope of this principle in the explanatory report. What are
the expectations?

systems and that appropriate|guarantees and safeguards have been put in place for data

Commented [C37]: see comments in Article 2 (b) re.
“lifecycle” We consider the terms used being ambiguous and
insufficiently defined. If “design, development and [:

subjects;

10. Ignsure that artificial intelligence systems are sufficiently transparent, traceable and explainable
in their design, development and application. I

Commented [C38]: see comments in Article 2 (b) re.
“lifecycle” We consider the terms used being ambiguous and
insufficiently defined. If “design, development and [—

Paragraph 5

5. ensure a continuous chain oflaccountability, responsibility and legal liability h‘or any unlawful

Commented [C39]: In general, we support the principle
that any measure is necessary, appropriate and
propomonate It will be up to the membet states to

this g to their legal system. [—

harm in respect of design, development and application of artificial intelligence systems
throughout their lifecycle and that appropriate redress mechanisms are available;

Paragraph 6

11

Commented [C40]: We think it is important to include this

element in the "core principles”. Transparency is indeed

included in ber 7, but is hat "hidden" since it is
iated with | and audit h

Commented [C41]: French version to be revised. In both
language version, the extent of and the difference between
the terms used should be made clear.
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6. ensure thatrwhere-apprepsiater adequate oversight mechanisms as well as transparency and
auditability-evaluation requirements tailored to the specific risks arising from the context in
which the artificial intelligence system is designed, developed and applied are in place;
Paragraph 7
7. with a view to encouraging research and fostering innovation, ensure that a controlled
regulatory environment for Itesting artificial intelligence systems hs available for artificial Commented [C42]: French version to be revised. Further,
intelligence providers and users under the supervision of their competent authorities; see comment re. “research” under Article 5 (1). The principle
proposed here (“i i dbox”) to be more
restrictive than empowering.
Paragraph 8
8. ensure that adequate safety, security, Hata quality| data integrity, [data accuracy| data security, Commented [C43]: French version to be revised (“data
cybersecurity and Fobustnessl requirements are in place regarding |design, development and quality” missing).
application of artificial intelligence systems; Commented [C44]: adequate “data accuracy” as a further
requirement as — to the extent possible — the data must not
9. strive to ensure that fundamental questions raised by the [design, development and application only be complete, but also correct.

of artificial intelligence systems are the subject of appropriate public discussion and multi-

Commented [C45]: Robustness in relation to what?

stakeholder consultation in the light, in particular, of relevant social, economic, ethical and legal
implications;

Commented [C46]: see comment in Article 2 “b” re.
“lifecycle™

|Article 6 — Additional requirements for design, development and application of
artificial intelligence systems in the public sector|

Chapeau

Commented [C47]: see comment in Article 2 “b” re.
“lifecycle™

Commented [C48]: The convention should make a clear
distinction between government and private responsibility.
However, many requirements outlined here do not really
seem specific to Al systems used in the public sector. This
should be made clear.

Beadag-in ord

rule of law b

er to address the in-mind-the-increased |n'sks posed to human rights, democracy and the
the applieatien-use of artificial intelligence systems or |combinations of such systems in the

Commented [C49]: as in Article 5, we propose Article 6 be
less programmatic or else it would be a reiteration of the

Pr

public sector land the need to ensure proper accountability, responsibility and legal liability in relation to

the eppheationuse of such systems, Parties shall:

Commented [C50]: see comment in Article 5 (1) re.
uniform language for the threats to human rights,
democracy and the rule of law.

Paragraph 1

ensure that the ldeployment and application k)f artificial intelligence systems in the public sector
do not undermine human rights and fundamental freedoms, legal rights and interests which
may be guaranteed under the laws of any Party or under any other agreement to which itisa
Party and respect the principle of the rule of law.

Paragraph 2

ensure that the deployment and application of artificial intelligence systems in the public sector
have| if necessary, depending on the associated risk, }an appropriate legal basis and that a

Commented [C51]: /it is unclear how research fits into the
differentiation between “public sector” and “private sector”.
If basic research would be attributed to the “public sector” as
a result of its public funding, whereas research and
development in industry be attributed to the “private sector”,
it would result in the basic research being subject to greater
constraints as the R&D in the industry. We believe that basic
research and research and development in industry should
operate on a level pk field, i ji
that cannot be clearly assigned to one or the other wtegory

Il ’

Commented [C52]: s it on purpose that, only “deployment
and “ is listed, instead of using the term life cycle,
or is this only licable for depl and lication?

careful preliminary consideration of the necessity and proportionality of the use of such system
is carried out in view of the context of the deployment.

12

Commented [C53]: A legal basis is not required in all
cases. Otherwise, any use of an Al system would need a legal
basis? It seems listic in this digitalized society.
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Paragraph 4

4. ensure that all relevant artificial intelligence users receive appropriate training in operating any
artificial intelligence systems employed as well as the respective limitations of such system4

Rights of the artificial intelligence subject:

Article 7 -

Paragraph 1

1. Parties shall ensure that, where appropriate, the useage of an artificial intelligence system is
duly recorded and communicated to the artlfICIaI |nte|||gence subjects concerned

Commented [C54]: it app the C ion intends to
set the requirement of sufficient training of an Al operator’s
personnel when using an Al system in a professional
capacity. In all other Articles in this draft, the term “user”
appears. It is therefore worthwhile discussing what actors
should be defined in this Convention and what name they
should bear.

Paragraph 2

2. Parties shall also ensure that in cases where artificial intelligence ’system substantially informs or
takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests,
the artificial intelligence subject in question is informed about the applicatien-use of an artificial
intelligence system in the decision-making process and that Ithere is a right to human review of
such de(:isionslr

Commented [CSS] To speak of pmceduml safeguards
brings to mind admii ative p . F -, the
safeguards in Art. 7 apply irrespective of whether an artificial
intelligence system is used by a public or private authority.

We would suggest that this article also mentions the need to
put in place accessible and effective remedies.

Paragraph 3

3. Parties shall ensure that, }whefeeppfepﬁete,-}elevant explanations and justifications are offered

Commented [C56]: it seems unclear in what way §1 and

§2 mteract If the purpose of the ion is the p
stany h rights viol this pamgmph might be
broadening the scope.

Propose deletion of last sent asit Article 7 (5)
the term “where appropriate” needs to be better translated
in the French version.

by the artificial intelligence provider and/or user in plain, understandable, and coherent
language and are tailored to the context. Such communication shall contain sufficient
information in order to provide the artificial intelligence subject in question with an effective
possibility of challenging the decision(s) affecting the subject’s human rights, legal rights and
interests insofar as any use of artificial intelligence technology is concerned.

Paragraph 4

4. Parties shall ensure that any person has the right to know that one is interacting with an
artificial intelligence system rather than with a human and, lwhere appropriatel shall provide for

Commented [C57]: see comment in Article 2 (a), the term
inform or “substantially” inform is not defined. This is mostly
an issue in the French version.

review French version, it should read “informe
substantiellement”

Commented [C58]: “and that there is a right to human
review” — what is this based on? Shouldn’t the right be
formulated somewhere?

Commented [C59]: The right of Al subjects/users to access
effective r dies in case of violation of their rights should
be clearly stated.

Commented [C60]: This position is potentially very far

the option of interacting with a human in addition to e~iastead-efan artificial intelligence
system.

Paragraph 5

5. The exercise of the rights set out in paragraphs 1 to 47}9eled+ng-the-greends-en-whoeh-t-hey-mey

hall be governed by domestic law.

13

the term “where appropriate” needs to be better translated
in the French version. Here, “Where appropriate” should be
understood as according to the risk the Al system poses for

human rights.

It should be clear that the possibility of a "human in the loop”
is about the impact on the person of the use of an Al system
(which is why transparency, explicability, traceability etc. are
needed so that the human being has the necessary elements
to explain the decision /impact). But it would not make sense
for the human involved to be asked to replace the Al system
(which may be a complex statistical model). It is in parb‘cul[?'

Commented [C61]: We propose only Article 8 should be
followed with respect to the grounds on the basis of which
the paragraphs 1—4 should be exercised.
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khapter lll: Risk and impact assessment and
related measures

Article 11 — Risk and impact assessment
Paragraph 1

1. Without any prejudice to already existing relevant national and international legal instruments,
and irrespective of whether the respective activities are undertaken by public or private actors,
Parties undertake to adopt a methodology applicable to |design, development and application pof
artificial intelligence systems, for identifying, analysing and evaluating risk and assessing impact
of the epplieatien-use of artificial intelligence systems in relation to the enjoyment of human
rights, the functioning of democracy and the observance of rule of law.

Paragraph 2

2. The methodology shall be based on the model set out in the Appendix to the present
Convention. It shall set out clear, concrete and objective criteria for identifying such artificial
intelligence systems or combinations of such systems that in view of their concrete applications
use pose significant levels of [n'skito the enjoyment of human rights, the functioning of

Commented [C62]: The structure of this chapter is not
clear. It should be reordered before looking at the changes in
detail. There are many long provisions with many repetitions,
this should be exp d in @ more Z 2

- For example, Article 14 (3) is a general provision and should
be in Article 13

- A different structure could be divided into a part defining
the types of risks and the y impact t (e.g.
Chapter lll) and a d part on the licable es
(e.g. Chapter IV).

- the difference in between “unacceptable levels of risk” and
“prohibited practices” should be made clearer, as well as
how “practice” should be understood in light of this
Convention. If the risk is really “unacceptable”, shouldn’t the
Al then be b d anyways?

The convention should not only focus on a prior (“ex-ante”)
risk t of the li of Al, but also include
impact ide . In our there is
currently not enough focus on the impact assessment.

Commented [C63]: see comments in Article 2 (b) re.
“lifecycle”. Also, the applicability of Chapter il seems to be
broader than in Chapter Il since the latter is only applicable
to “application of artificial intelligence systems” whereas the
Risk impact assessment shall lay down a methodology

democracy and the observance of the rule of law.

Paragraph 3

3. Each Party shall take appropriate measures, particularly in the field of training of}\ational
supervisory authoritiesl artificial intelligence providers and artificial intelligence users, with a

licable to “design, devels t and application” of
artificial intelligence systems, therefore adding “design” and
“development” apparently out of scope in Chapter Il
The methodology seems to be applicable to the “design,
devel and lication” of Al whereas the risk
“ of Al

t is limited to the “appli
Please align terminology.

view to ensuring that thelrelevant actors}are capable of identifying, analysing and evaluating risk

and assessing impact of the apphcatien-use of artificial intelligence systems in relation to the
enjoyment of human rights, the functioning of democracy and the observance of rule of law, in
accordance with the present methodology.

Article 12 — Measures in respect of artificial intelligence systems posing
significant |Ieve|s of risk

Commented [C64]: See comment in Article 12 re. “levels of
risk™

Commented [C65]: see comment in Article 18 re. “national
supervisory authorities”

Commented [C66]: who are the “relevant actors™?

)

Paragraph 1

1. Parties shall, in accordance with their domestic law, provide for the imposition on artificial
intelligence broviders and users bf an obligation to apply all necessarylpreventive and mitigatingl

measures to an artificial intelligence system, deemed in accordance with the methodology
referred to in Article 11, paragraph 2, to present significant levels of risk of interfering with the
enjoyment of human rights, the functioning of democracy and the observance of the rule of law,
aimed at mitigating that risk, as well as to document and keep [gl_%he—records of the respective

Commented [C67]: We note that the Convention proposes
three different categories (“levels”) for a not further specified
number of risks. After singling out Prohibited artificial
intelligence practice (Article 14) the remaining applications of
artificial intelligence are identified to have risks that fall into
the categories of insignificant levels of risks (unnamed
category), “significant levels of risk” (Article 12) and
“unacceptable levels of risk” (Article 13). See comment in
Chapter Il re. structure of the Convention.

Commented [C68]: See comment in Article 2 re. definitions

J

process.

Paragraph 2

14

Commented [C69]: Prevention of what? Significant
interference with fundamental rights? The aim and object of
this obligation to "pi " must be defined as clearly as
possible.

Commented [C70]: A since it has not been mentioned
before.
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Each Party shall also ensure that the relevant requirements in respect of such artificial
intelligence systems take into account the measures set out in Article 15 (a) to (e) and Iare
proportionate to #ke-rature-of the risk they pose to human rights, democracy and the rule of
Iawl.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 1

Parties shall, in accordance with their domestic law, provide for the possibility of imposing a full

or partial moratorium or ban in respect of artificial intelligence systems, which in accordance

with the aforesaid methodology and in view of the measures set out in Article 15 (a) to (e) are
onsidered, on an objective basis, ho present unacceptable levels of risk of interfering

Commented [C71]: See comment in Article 5 (4) with
pect to the appropri of . . Here, the term

“proportionate” is used. Align terminology.

Not only the type, but also the severity of the risk should be

considered

with the enjoyment of human rights, the functioning of democracy, and the observance of the
rule of law. A moratorium or ban should, however, only be considered, where on an objective
basis an unacceptable risk to human rights, democracy or the rule of law has been identified
and, after careful examination, there are no other measures available for mitigating that risk.

Paragraph 2

Parties shall, in accordance with their domestic law, establish appropriate and independent
review procedures in order to enable the reversal of a moratorium or ban provided that relevant
risks are sufficiently reduced or appropriate mitigation measures are beceme-available.

Article 14 - Prohibited artificial intelligence practices

Paragraph 1

the use of artificial intelligence systems by public authorities using biometrics to identify,
categorise or infer emotions of individuaIsH

Commented [C72]: inconsistency with French version as
to what “full or partial” is applied to.

the title of Article 15 suggests that it should only be read in
connection with the "significant” risk (Article 12)! Reading
Article 13 (1), however, it appears it also applies in
connection with Article 13?

Paragraph 2

the use of artificial intelligence systems for hhe purpose of determining access to essential

services and intended to assess or rank individuals on the basis of their social behaviour or

known or predicted personal or personality characteristics, with the social rating leading to one
or both of the following beecirtscoringto-determneaceassto-assentinlserviceteadingaitherte

Commented [C73]: Are we trying to limit emotional
recognition systems or the use of biometrics in general?
What about the use of Al systems for such means by private
entities, should this be allowed?

Does this § only prohibits the use of biometric to identity
emotions and not facial recognition for instance?

using artificial intelligence to determine emotions of
individuals might be part of a legitimate research project. See
comment in Article 6

(a) detrimental or unfavourable treatment of certain natural persons or whole groups in social
contexts which are unrelated to the contexts in which the data was originally generated or
collected, or (b) detrimental or unfavourable treatment of certain natural persons or whele
groups Ehat Hed-amdispropersenate-to their social behaviour;

15

Commented [C74]: Article 14 (2) and in particular (b)
indirectly suggest that Al systems of social scoring to
determine access to essential services that have a
detrimental effect on certain individuals could be justified or
proportionate. We are concerned that, under the guise of
prohibiting such practices, they are in fact being legitimised,
which we find very sensitive. We wonder in which cases the
use of Al based on social behaviour could be justified and
what exactly is meant by "social behaviour” which is a very
broad concept.

Use uniform language with respect to the term “social
scoring”
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. 3 . .y
f yH-a-Gemetrate Sottetyy

|Artic|e 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risld

Paragraph a

a. minimizing and, to the extent possible, preventing any unlawful harm or damage to
human rights, fundamental freedoms, legal rights and interests of natural or legal
persons, democratic institutions and processes, the administration of justice, public
health and the environment, which could result from the inappropriate applieation-use
of artificial intelligence systems;

Paragraph b

b. preserving individual freedom, human dignity and autonomy and in particular the
ability to reach informed decisions free from undue influence, manipulation or
detrimental effects which adversely affect the right to freedom of expression and
assembly, democratic participation and the exercise of other relevant human rights and
fundamental freedoms resulting from the inappropriate eppheation-use of artificial
intelligence systems;

Paragraph d

d. ensuring that design, development and application of artificial intelligence systems do
not compromise the principle of equality before the law, including gender equality and
rights related to discriminated groups and people in vulnerable situations, or reproduce
prejudices or stereotypes in so far as they are used to inform or take decisions affecting
human rights and fundamental freedoms, legal rights and interests of natural or legal
persons;

Paragraph e

e. ensuring that the rights to privacy and to personal data protection are adequately
respected during design, development and application of artificial intelligence systems
throughout their lifecycle in both public and private sectors, notably through additional
safeguards for special categories of data such as Lnedical datal.

Commented [C75]: This does not seem clear to us.

A ding to the E> atory Report, this paragraph "sets
out the criteria that national authorities should use when
considering the possibility of imposing a moratorium or a
total or partial prohibition as referred to in paragraph 1 of
Article 13"

Systematic problem. Art. 13 says that it is the methodology
under Art. 11 that will determine which technologies are at
unacceptable risk!

We propose the deletion of § 3, as in our opinion it does not
add anything. At most, this paragraph can be moved to
Article 13.

Commented [C76]: There is a broad overlap between
these principles and the fund tal prir in Chapter II.
This might create confusion: which of the principles in Art. 15
do not also apply to all other systems, i.e. what is the value
added here in Art. 15?

This article has almost the same title as Article 12.

Article 16 — Consultation of the Parties
Paragraph 1-a

1. Parties shall consult periodically with a view to:

16

Commented [C77]: Are we referring here to the same
concept as in Article 6 of Convention 108+, namely sensitive
data? Why, then, should only the example of medical data be
cited, and what is more, should another concept be used
than that of 'health’, which is broader?
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making proposals to facilitate or improve the effective ese=application and implementation of this
Convention, including the identification of any problems and the effects of any declaration made under
this Convention;

Article 17 — International co-operation
Paragraph 1

1. Parties shall, |as appropriatel co-operate to the fullest extent in the realisation of the purpose of

this Convention.

Paragraph 2

2. Parties shall, on a regular basis, exchange information between them concerning lde5|gn,
development and application L)f artificial intelligence systems which they assess as posing

Commented [C78]: See comment in Article 5 (4) with
pect to the approp of . Also, in what
does “as appropriate” differ from “where appropriate”?

significant levels of risk to the enjoyment of human rights, the functioning of democracy and the
observance of rule of law.

Paragraph 3

3. Parties shall on a regular basis_exchange information between them concerning the use of
internationally recognised methods following sueh-asrecommendations from competent
organisations, good practices, or international standards and where the adherence to said
recognised methods facilitates or promotes compliance with the requirements of the
Convention in accordance with their domestic Ia_wu

Commented [C79]: see comments in Article 2 (b) re.
“lifecycle”™.

Article 18 — National bmglementation procedures isupemsew—aumembes

Paragraph 1

Commenﬁed [C80]: Ali t of imple
st Member States reflects the globalised

nature of technology. The ion should invite Member
States to make use of i ionally ised method:
following dations from petent

good practit orii ional standards. Adh to
recognised methods should facilitate or promotes compliance
_ with the requi ts of the C ti

1. Pames shallin accordance with their domestlc Iaw provnde for efficient procedures kstablish-or
#h-to overseeeing and to
supervise##g compliance wrth the requirements of the rlsk and impact assessment of artificial
intelligence systems in accordance with article 11 and 12.

Paragraph 2

2. Parties shall, in accordance with their domestic law, provide for efficient procedures for the
imposition of a moratorium or a ban on design, development and epptiestion-use of an artificial
intelligence system in accordance with Articles 13 and 14.

Paragraph 3

17

Commented [081] States should be given as much leeway

as ible in d i h We are not

sure if putting in place national supervisory authorities is
ytog li with the

Implementation p dure should be provided, but i

the creation of a national authority seems too excessive.

Commented [C82]: Depending on the legal interest
protected, authorities or courts may be responsible for
implementing the rights and obligations enshrined here.
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Paragraph 4

4. The i alct 5 H 3 thoriti shallbaind dent-and-impartialin-tha H ofithair
. L

duties] i

Article 19 — Effects of the Convention

Paragraph 2

2. Parties which are members of the European Union or associated with it by an agreement which
obliges them to apply its rules shall, in their mutual relations, apply Community and European
Union rules in so far as there are Community or European Union rules governing the particular

subject concerned and applicable to the specific case, without prejudice to the object and
purpose of the present Convention and without prejudice to its full application with other
Parties.

Article 21 — Revision of the Appendix
Paragraph 2

2. The Consultation of the Parties Mdopt any revision to the methodology for risk and impact

Commented [C83]: We suggest deleting this, as we do not
think that the C ion should impose the blisk

of national supervisory authorities at all. But if, the question
arises independent from whom? The industry? The state?
Someone would have to establish the national authority and
a court would need to be able to "control” the authority's
decisions (appeal?).

assessment of artificial intelligence systems contained in the Appendix by unanimity and shall
communicate such revision to the Secretary General of the Council of Europe.

|Appendix: Methodology for risk and impact assessment of artificial intelligence
systemsl

Commented [C84]: Do we want to leave the choice to the
Parties to decide by unanimity or by majority? Given Art. 20,
it seems logical that the revision of the Annex should also be
done unanimously.

~

Turkiye

General comments
1) REGARDING LIFECYCLE

It is seen that “lifecycle” is defined in the draft document, yet in the majority of the text, the phrase
“design, development and application of Al systems” is preferred. There are several issues with the draft
definition (“all phases of existence of an artificial intelligence system between its design and
decommissioning”) and this approach.

As is known, CAl is instructed to deliver an “appropriate legal instrument on the development, design, and
application of artificial intelligence systems democracy and the rule of law, and conducive to innovation,
in accordance with the relevant decisions of the Committee of Ministers.”

To fully serve this purpose;

18

Commented [C85]: Switzerland considers this
methodology to be a fundamental element of the
convention. As long as the annex is still under development,
it is difficult to conclusively define our positions on the overall
convention, as there are many references to this
methodology (see e.g., chapter IV, article 16.d).
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- For clarity, each phase in the lifecycle should be named. For instance, what is included in the
"design" phase?

- Data handling/usage is critical to include in the lifecycle.

- It is important that the Al lifecycle includes even the initial stages where data is collected and
labeled, as it is known from experience that even these stages may create biased Al systems. (E.g.:
In the case where an Al system is being developed to summarize data and put together a report
regarding crimes, if the data is predominantly collected from areas where vulnerable
groups/minorities are residing, this would result in the Al system putting together reports
“showing” that such vulnerable groups/minorities are the ones that are committing crimes the
most. Same is true for incorrectly labeling data, whether or not it is collected in the right manner.)

- Itis equally important that the instrument covers the post-application phase, as the Al systems
can be used in a way to violate human rights, democracy and rule of law even after
decommissioning.

- Additionally, it should be borne in mind that, especially due to the widespread usage of ML/DL,
even after decommissioning, data collection, labeling, training and Al model changes can still be
made, which could in turn make it difficult to precisely draw the line as to where the lifecycle
ends.

As such, we propose to use the term “lifecycle” and improve the definition in line with the explanations
above.

Il) REGARDING SECTORS

It is seen throughout the document that sectors to which certain provisions apply are specified as “public
and private sectors”. In such parts, NGOs should also be mentioned to avoid confusion.

1ll) CAHAI OUTPUTS

The initial version of the Zero Draft appears to be addressing the issues from a very high-level perspective.
If the instrument is aimed at being developed into a legally binding instrument, it would better serve this
purpose to address these issues at a more micro level. We had reached this level during the mandate of
CAHAI, through extensive debates of Member States and all the issues were specifically addressed. As
such, we are of the opinion that it would be more beneficial to integrate CAHAI’s work in CAl’s draft. This
is especially important for the provisions as regards the risk levels and ban/moratorium of certain Al
systems.

Lastly, we understand that what is meant by the title “Methodology for risk and impact assessment of
artificial intelligence systems” at the Appendix section of the Zero Draft, is the CAHAI PDG’s HUDERIA
framework. If that is not the case, we propose to refer back to this document.

Article 1 — Purpose and object
Paragraph 2

2. Each Party shall take the necessary measures in its domestic legislation to give effect to the
principles, rules and rights set out in this Convention. The Council of Europe shall support and
encourage the Parties to implement this Convention.

19
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Article 2 - Deﬁnitions{ Commented [C86]: The risk levels of artificial intelligence
systems should be defined either in the definitions section or
For the purposes of this Convention: in the relevant part of the document.
Paragraph a

c. l“artiﬁcial intelligence system” means a machine-based system that is capable of informing
or autonomously generating outputs such as predictions, recommendations or decisions
using machine and/or human-based data and inputs and influencing the environment that

it interacts with;| Commented [C87]: We believe it would be a more
objective approach to base this definition on the
explanations in ISO documents.

Paragraph b

b. I“Iifecycle" }neans all phases of existence of an artificial intelligence system between its /‘ Commented [C88]: Please see our comments on our
design and decommissioning; annex document.

Paragraph c
c. “artificial intelligence provider” means any natural or legal person, bubho-au&heﬂty—eﬁ
et-heﬁbed',{-that develops an artificial intelligence system on its own or under its authority Commented [C89]: The phrase «any natural or legal
and/or that has an artificial intelligence system developed with a view to putting it into person» includes «public authorities or other bodies». As

service/commissioning it;and/or that is responsible from the operation of an artificial suchithisputistemoveditoavoidiconfission:

intelligence system belonging to someone else;

Paragraph d
d. “artificial intelligence user” means any natural or legal person}ublieaut-heﬁ&y—et—et-heﬁ
body Llsing an artificial intelligence system in their own name or under their authority; Commented [C90]: The phrase «any natural or legal
person» includes « public authorities or other bodies». As
such, this part is removed to avoid confusion.
Paragraph e
e. | “artificial intelligence subject” means any natural or legal person, whose human rights
and fundamental freedoms, legal rights or interests are impacted by decisions/actions
made or swhstansetieinformed by the application of an artificial intelligence system. Commented [C91]: We welcome the adoption and
inclusion of the definition of the term Al subject,” which
was proposed by the Turkish del ion during the d
of CAHAI

Article 3 — Principle of non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, pregnancy, race, colour, language,
age, religion, political or any other opinion, national or social origin, citizenship association with a national
minority, property, birth, state of health, disability or other status, or based on a combination of one or
more of these grounds.

Article 4 — Scope
Paragraph 1

20
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1. Parties undertake to apply this Convention to design, development and application of artificial
intelligence systems throughout their lifecycle, regardless of whether these activities are
undertaken by public-e+ private actors_or non-governmental organizations.

Paragraph 2

2. The present Convention shall not apply to design, development and application of artificial
intelligence systems used for purposes related to national defense.

Article 5— |Design, development and application of artificial intelligence system

Paragraph 1

1. |ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is compatible with core values of democratic societies. In
particular, Parties shall ensure that such research, design, development and application are not
aimed at undermining or curtailing fundamental rights and freedoms, the functioning of
democracy or the observance of rule of Iaw;l

Commented [C92]: Post-application phase should be
included. - comment to be repeated throughout the
document where the ph “design, devel tand
application™ is used. Please see our general comments in the
annex document.

Paragraph 3

3. ensure that design, development and application of artificial intelligence systems respects the
principle of inclusiveness and equality, including social, political, economic and gender equality
and rights related to discriminated groups and people in vulnerable situations, particularly

children and asylum-seekers;

Paragraph 6

6. ensure that, where appropriate, adequate Ioversight mechanismsl as well as transparency,

Commented [C93]: Although fundamental rights are
mentioned in this article, the right to life should be
emphasized.

It should also be noted that, as was discussed during CAHAI
meetings, if artificial intelligence applications are likely to
cause psychological and physical violence, they should be
strictly prohibited.

explainability -and auditability requirements tailored to the specific risks arising from the context
in which the artificial intelligence system is designed, developed and applied are in place;

Paragraph 7

7. with a view to encouraging research and fostering benevolent innovation, ensure that a controlled
regulatory environment for testing artificial intelligence systems is available for artificial
intelligence providers and users under the supervision of their competent authorities;

Paragraph 8

8. ensure that adequate safety, security, data quality, data integrity, data security, privacy by default
and design, cybersecurity and robustness requirements are in place regarding design,
development and application of artificial intelligence systems;

Paragraph 9

9. strive to ensure that fundamental questions raised by the design, development and application
of artificial intelligence systems are the subject of appropriate public discussion and multi-

21

Commented [C94]: There is a slight turn from human
oversight to institutional oversight particularly for regulating
government algorithms. This institutional approach operates
in two stages. First, agencies must justify that itis
appropriate to incorporate an algorithm into decision-
making and that any proposed forms of human oversight are
supported by empirical evidence. Second, these justifications
must receive democratic public review and approval before
the agency can adopt the algorithm.

See: Ben Green; The Flaws of Policies Requiring Human
Oversight of Government

Algorithms, https://papers.ssrn.com/sol3/papers.cfm?abstra
ct_id=3921216
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stakeholder consultation_ including children and young people in the light, in particular, of relevant
social, economic, health, psychological, environmental, ethical and legal implications;

Paragraph 10

10. Al systems that interact with or may create legal effects concerning children must ensure that
these systems are designed, developed and used respectful to children's rights, are child-
centered, and use age-appropriate design and language to describe Al systems lifecycle. These
systems shall exclude children from profiling, dark patterns, ads and manipulative/deceptive
design.

11. encourage and promote digital literacy_digital citizenship and digital skills for all segments of the
population.

3312, take measures to protect persons who report potential or present negative impacts of Al
systems shall be implemented.

Article 6 — Additional requirements for design, development and application of
artificial intelligence systems in the public sector

Paragraph 4

4. Iensure that all relevant artificial intelligence users receive appropriate training in operating any
artificial intelligence systems employed as well as the respective limitations of such systems.

Paragraph 5

5. ensure public consultation and meaningful participation of stakeholders in the adoption of
public Al systems and of high-risk Al systems. Such participation shall be guaranteed at minimum
rior to procurement in the public sector and deployment in the private sector and throughout

the impact assessment stage.

Paragraph 6

5-6.adopt open procurement standards in relation to Al systems in the public sector.

Paragraph 7

&-7. establish public registers to account for Al systems being procured designed developed or used
by/for the public sector. Parties shall take measures to ensure that private/external service
providers submit all information on their Al systems to relevant public authorities using them or

whose work will be affected by such systems.

22

Commented [C95]: A certification mechanism for Al
providers that have completed necessary trainings and/or
that compy with certain procedures may be introduced.
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Article 7 — Procedural safeguards

Paragraph 1

1. IParties shall ensure thatywh pproprate, the usage of an artificial intelligence system is lduly
recorded and communicated fto the artificial intelligence subjects concerned in compliance with
the principle of accountability—. The exercise of the right of access to the relevant records,

including the grounds on which it may be exercised, shall be provided for and governed by
domestic law;

Paragraph 2

2. Parties shall also ensure that in cases where artificial intelligence system substantially informs or
takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests, ]the
artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process Iand that there is a right to human review of,

Commented [C96]: It is recommended to clarify within the
scope of the explanatory report, which information and
documents as regards the use of an artificial intelligence
system are to be recorded.

Commented [C97]: it should be clearly communicated to
the Al subject that ML/DL is used, as with the use of these
technol new Al dels are generated that may be
entirely different than that of their initial version.

the right to contest and the right to an effective remedy regarding such decisions.

Paragraph 3

3. h’arties shall ensure that, where appropriate, relevant explanations and justifications_for how
the data of artificial intelligence subject is handled and/or used, how the artificial intelligence
algorithm works, possible negative consequences the artificial intelligence subject might face,
how to redress the damage are offered by the artificial intelligence provider and/or user in plain,
understandable, age-appropriate and coherent language and are tailored to the context_and the
age group of the artificial intelligence subject. Such communication shall contain sufficient and
comprehensive information in order to provide the artificial intelligence subject in question with
an effective possibility of challenging the decision(s) affecting the subject’s human rights, other
legal rights and interests insofar as any use of artificial intelligence technology is concerned.

Paragraph 4

4. |Parties shall ensure that any person has the right to know that one is interacting with an artificial
intelligence system rather than with a human and,-whereappreprate, shall provide for the option
of interacting with a human in addition to or instead of an artificial intelligence system I

Commented [C98]: It is recommended to clarify at which
stage of this process artificial intelligence subjects are to be
informed.

Commented [C99]: It should also be stated to which
authority the objection will be made regarding redress. For
further reference, CAHAI SG 7 outputs may be taken into
consideration.

Commented [C100]: It is very important to introduce the
obligation of transparency. The purpose of using these
systems should also be explained. The user must always be
authorized to revert from their preferences.

Article 9 — Relationship with other legal instruments

Nothing in the present Convention shall be construed as ||imiting or derogating from any of the human
rights and fundamental freedoms as well as other legal rights whichl may be guaranteed under the laws

Commented [C101]: The following excerpt from CAHAI SG
5 document may be included:

«Parties shall ensure that vull ble groups, including but
not limited to children, persons with special needs, and the
elderly or their caregivers are provided sufficient

of any Party or under any other agreement to which it is a Party.

Article 10 — Wider protection
None of the provisions of this Convention shall be interpreted as limiting or otherwise affecting the

possibility for a Party to grant a wider measure of protection_in terms of human rights than is stipulated
in this Convention.
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1 ding of their i ions with Al in
accordance with their needs and capabilities»

Commented [C102]: This is such a broad formulation that
may yield to situations where the purpose of the instrument
is defeated, e.g. trade secrets, IP rights of Al providers.
Inevitably, rights will need to be limited when rights arising
from this instrument are exercised, in which case a balancing
exercise in accordance with the ECHR will be carried out.
Accordingly, this provision is prone to abuse and at best, is
redundant. We submit that Article 9 be deleted.
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Article 11 — Risk and impact assessment{

Article 12 — Measures in respect of artificial intelligence systems posing
significant levels of risk

Paragraph 1

1. Parties shall, in accordance with their domestic law, provide for the imposition on artificial
intelligence providers and users of an obligation to apply all necessary preventive and mitigating
measures to an artificial intelligence system, deemed in accordance with the methodology
referred to in Article 11, paragraph 2, to present significant levels of risk of interfering with the
enjoyment of human rights, the functioning of democracy and the observance of the rule of law,
aimed at mitigating that risk, as well as to document and Ikeep the records of the respective
process.,

Commented [C103]: it appears that the we have
reverted back to risk assessment. We propose that our
position is rights based approach, as was agreed to as a
result of CAHAI debates. (At CAHAI PDG, the document’s
name was changed into «Human Rights, Democracy and
Rule of Law Impact Assessment» (HUDERIA))
Under this title, we propose Member States to conduct
Child Rights Impact Assessments.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 2

2. |Parties shall, in accordance with their domestic law, establish appropriate and independent legal
review procedures in order to enable the reversal of a moratorium or ban provided that relevant
risks are sufficiently reduced or appropriate mitigation measures become available.

Article 14 - Prohibited artificial intelligence practices

’The following artificial intelligence practices shall be banned:l

Commented [C104]: It is recommeded to specify
explanations as regards the required period of time during
which information and documents are to be kept.

Commented [C105]: Each risk level should be defined as
was done in CAHAI SG 6 documents.

Paragraph 1

1. the use of artificial intelligence systems by public authorities and private entities using biometrics
to identify, categorise or infer emotions of individuals;

Paragraph 2

2. the use of artificial intelligence systems for social scoring to determine access to essential services
leading either to (a) detrimental or unfavourable treatment of certain natural persons or whole
groups in social contexts which are unrelated to the contexts in which the data was originally
generated or collected, or (b) detrimental or unfavourable treatment of certain natural persons
or whole groups that is_unlawful, unjustified or disproportionate to their social behaviour;

Paragraph 3

3. any other use of artificial intelligence systems{ by any natural or legal person,
eretherbediesfor such purposes as are not compatible with core values of democratic societies,
do not pursue a legitimate aim and are  not necessary in a democratic society;-

24

Commented [C106]: We had conducted extensive
debates as regards bans/moratoria in CAHAI SG 6. CAl can
benefit from the outputs of CAHAI SG 6.

Commented [C107]: It is inexplicable to make this an
obligation only for public authorities, as private entities have
shown to manipulate Al systems to violate democratic
values.

E.g.: Cambridge Analytica
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Paragraph 4

4. Al systems that profile and target those who are deemed children as per the Convention on the
Rights of the Child.

P\rticle 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of riskl

Parties shall take such measures as are aimed at:

Paragraph a

a.

preventing any violation of human rights and fundamental freedoms and minimizing and,
to the extent possible, preventing any unlawful harm or damage to humen—+ights;
fundamental-freedoms-legal rights and interests of natural or legal persons, democratic
institutions and processes, the administration of justice, public health and the

environment, which could result from the isappropsate-application of lgrtificial

intelligence systems;

Paragraph d

d.

ensuring that design, development and application of artificial intelligence systems do not
compromise the principle of equality before the law, including social, political, economic
and gender equality and rights related to discriminated groups and people in vulnerable
situations in so far as they are used to inform or take decisions affecting human rights and
fundamental freedoms, legal rights and interests of natural or legal persons;

Paragraph e

e.

ensuring that the rights to privacy and to personal data protection are adequately
respected during design, development and application of artificial intelligence systems
throughout their lifecycle in both public and private sectors_and non-governmental
organizations, notably through additional safeguards for special categories of data such
as healthmedical data.

Article 17 — International co-operation

Paragraph 2

2. Parties shall, on a Fegular basiﬁ, exchange information between them concerning design,
development and application of artificial intelligence systems which they assess as posing
significant levels of risk to the enjoyment of human rights, the functioning of democracy and the
observance of rule of law.

Commented [C108]: it may be discussed whether the bias
detection measure mentioned below should be listed under
Article 15:

«minimizing the risk of biases embedded in the model by
training and testing artificial intelligence systems with a
sufficiently representative dataset and ensuring that the
biases can be addi d through appropriate bias d
correction and other mitigating measures.»

It is recommended to include the explanation as regards
additional liabilities (mentioned below) within the scope of
the explanatory report:

«ensunng that the artificial intelligence systems are

d, developed and lied in line with the additional
sector-specific requirements envisaged for artificial
intelligence systems that pose significant level of risks in
specialization-required areas, such as autonomous

vehicles.” »

Commented [C109]: We believe that this expression
creates the confusion that “unlawful harm or damage ... that
could result from the appropriate application of Al systems”
may be out of scope. As such, it was removed.
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Commented [C110]: Should be clarified in the explanatory
report.
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Article 19 — [Effects of the Convention Commented [C111]: A provision may be added where the
Parties are required to set forth the penalties for breach of
Paragraph 3 this C ion under their domestic law.

3. Nothing in this Convention shall adversely affect other rights, obligations and responsibilities of a
Party and individuals under international law.

United Kingdom

General comments

e The UK is encouraged that the Council of Europe (CoE) is pursuing a high-level approach in the
development of this instrument through the consideration of general common principles. It is
important that global instruments such as this adopt a proportionate, agile and flexible approach in
order to effectively govern Al. This instrument should provide for sufficient safeguards while
encouraging innovation and competition, and ensure that potential positive uses in the future are
not hindered.

e The UK is keen to ensure that this instrument works in alignment with existing rights and obligations
(to minimise contradictions, undue burdens or overlaps with existing frameworks). It should
demonstrate clear practical and societal value based on strong evidence and invite further
collaborative, multi stakeholder consultation, including with wider global partners, industry and civil
society to ensure provisions add value to the current international landscape and have the widest
possible acceptance.

® In some areas of this instrument, further consideration of the text is necessary to clarify the
intentions and scope of the obligations. This will help to ensure that the language appropriately
captures the meaning behind the text, and that the appropriate exemptions and caveats are included
to mitigate unpractical impacts.

e Areas that may be of concern to the UK which we’d like to explore further, include: the scope of
national defence (dual use Al - under Art.4) and the way that the prohibition of high-risk Al systems
will be enforced (under Art.14). Further detail on the underlying methodology of the risk classification
system and the mechanism for determining justification outside of the courts is also needed.

e It will be necessary to discuss the scope for providing for reservations at a later stage in the drafting
process.

® These are initial official-level views, subject to later ministerial approval following appointment of a
new Cabinet in September 2022. It may therefore be necessary to provide further feedback that is
not captured by these comments.

e We have not provided comments on every paragraph but the absence of a comment does not mean

we are content. There are areas we need to do further analysis and consultation on before returning
further comments.

26



CAI(2022)09

Preamble

k:onscious also of the fact that in view of its framework character the Convention may be supplemented
by further binding or non-binding instruments to address challenges relating to the application of
artificial intelligence in specific sectors;l

Mindful of the need to ensure a proper balance between respect for human rights as enshrined in the
1950 Council of Europe Convention for the Protection of Human Rights and Fundamental Freedoms and
its protocols, the 1966 United Nations International Covenant on Civil and Political Rights and other
applicable international human rights treaties and various economic, security and k)ther interests] in the
development and use of artificial intelligence;

pnderlining that the present Convention is intended to complement those conventions in order to fill in
any legal gaps in view of the specific challenges raised by design, development and application of

artificial intelligence systems;]

“Mindful also of jupholding laws that }especttheﬁgh-t—b privacy and the protection of personal data, as
conferred, for example, by the 1981 Council of Europe Convention for the Protection of Individuals with

regard to Automatic Processing of Personal Data and amending protocols;”

Article 2 — Definitions

Paragraph a

a. “artificial intelligence system” means a machine-based system that is capable of informing or
autonomously generating outputs such as predictions, recommendations or decisions using
machine and/or human-based data and inputs and influencing the environment that it interacts

with;

Paragraph b

b. “lifecycle” means all phases of existence of an artificial intelligence system Fehneen rom its
design enré to its decommissioning;

Paragraph c

c. “artificial intelligence provider” means any natural or legal person, public authority or other body
that develops an artificial intelligence system or that has an artificial intelligence system
developed with a view to putting it into service/commissioning i

Paragraph e

d. “artificial intelligence subject” means any natural or legal person whose human rights and
fundamental freedoms, legal rights or interests are impacted by decisions made or substantially
informed by the application of an artificial intelligence systen‘J.

Article 4 — Definitions
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Commented [C112]: We think that this issue of further
binding instruments is addressed in the text of the
instrument. If a Party signs this instrument, they should not
be automatically bound by further instruments which
haven’t yet been developed at the time of signing. We
should clarify this to prevent signatories assuming this.

Commented [C113]: What is the term
intended to capture?

‘other interests’

|

Commented [C114]: Likely requires further consideration
to ensure interaction between this convention and existing
CoE treaties is addressed appropriately.

Commented [C115]: To better align with the wording of
ECHR which confers the ‘right to respect for privacy’.

Commented [C116]: Minor text amendment to ensure it
is more explicit that this includes the design and
decommissioning.

Commented [C117]: Is this qualifier intended to take out
R&D for demonstration or experiment only out of the
equation? How would one prove that something does not
meet this description? Would the distance between

tand c or use

be sufficient?

develc

Commented [C118]: This would effectively cover the
majority of humans (i e. we would argue that “the interests”
of almost every human on the planet is “informed” by the
application of at least one Al system). This should be clarified
to ensure it’s clear that it's the

subject to the system in question, not any system.
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Paragraph 1

1. Parties undertake to apply this Convention to [the]design, development and application of artificial

intelligence systems throughout their lifecycle, regardless of whether these activities are
undertaken by public or private actors.

Paragraph 2

2. The present Convention shall not apply to fthe| design, development and application of artificial

intelligence systems used for purposes related to national defense.

|Artic|e 5 — Research, design, development and application of artificial
intelligence systemi

Paragraph 1

1. ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is compatible with icore values lof democratic societies. In

particular, Parties shall ensure that such research, design, development and application are not
aimed at undermining or curtailing human }ights and fundamental freedoms, the

functioning of democracy or the observance of rule of law;

Paragraph 2

2. ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is grounded in the principle of sustainability and equity
#y and the need to protect the environment;

Paragraph 3

3. ensure that design, development and application of artificial intelligence systems respects the
principle of equality, including gender equality and rights of individuals belonging to releted-te
discriminated groups and people in vulnerable situationi‘l

Paragraph 4

4. ensure that privacy of individuals is protected including through applicable personal data
protection where personal data is used in the research, design, development and application of
artificial intelligence systems, and data governance laws and standards, and that data protection
principles and rules are applied in respect of design, development and application of artificial
intelligence systems, and that appropriate guarantees and safeguards have been put in place for
data subjectsH

/{ Commented [C119]: Minor text amendment to improve

language.

language.

/‘ Commented [C120]: Minor text amendment to improve

Commented [C121]: Art 5 likely requires further
consideration.

While ‘research’ is not included in each paragraph, it should
be added to the title to demonstrate that some parts of the
article capture research - see text

amendment.

Commented [C122]: What are the core values? If these
are Human Rights, Rule of Law and Democracy as referenced
in previous para, consider adding reference to them here, or
adding the term ‘as referenced above’

Commented [C123]: Text amendment: It would be helpful
for there to be a distinction between fundamental in relation
to rights and freedoms to ensure consistency with other
paragraphs e.g. Article 6(1).

Commented [C124]: What is the intended meaning of
sustainability and solidarity? And solidarity with
whom/what? As such, does ‘equity’ better capture the

L intended meaning than solidarity?

Commented [C125]: Was research deliberately not
included in this paragraph (as it wasin5.1and 5 2)?

Rights belong to individuals — not the group.

Re ‘people in vulnerable situations’, what situations does the

text have in mind?

Commented [C126]: Text amendment added to

Paragraph 5
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acknowledge that the data protection dimension only
applies when there's personal data/information involved in
the design, development, and application of Al systems and
that otherwise data protection legislation doesn't apply.
We agree that there is a need to further examine how
‘inferred personal data’ fits

in here as referenced in the explanatory note.
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5. ensure a continuous chain of accountability, responsibility and legal liability for any unlawful harm

in respect of design, development and lapplicatior{ of artificial intelligence systems throughout

their lifecycle and that appropriate redress mechanisms are available;

|Article 6 l— Additional requirements for design, development and application of

Commented [C127]: Should research be added before
‘design, development and application” or was it deliberately
not included?

artificial intelligence systems in the public sector

Commented [C128]: Art 6 likely requires further
consideration.

Paragraph 2

2. ensure that the deployment and application of artificial intelligence systems in the public sector
have an appropriate legal basis and that lan appropriate careful breliminary consideration of the
necessity and proportionality of the use of such systems is carried out in view of the context of
the deployment.
Paragraph 4

4. ensure that all relevant artificial intelligence users receive appropriate training in operating any

artificial intelligence systems employed as well as the respective limitations of such systems{

|Artic|e 7|- Procedural safeguards

Commented [C129]: What does ‘appropriate legal basis’
mean and what would it look like in practice?

Why has ‘careful’ been chosen? ‘Appropriate’ seems like a
better word.

Paragraph 1

Parties shall ensure that, lwherel appropriate, the usage of an artificial intelligence system is duly

Commented [C130]: This paragraph should be defined
more to ensure ‘all relevant artificial intelligence users’ can
be properly understood. A cross reference to either
fundamental freedoms or Human Rights, Democracy and the
Rule of Law should be added here to help define.

\‘

Commented [C131]: Art 7 likely requires further
consideration.

recorded and communicated to the artificial intelligence subjects concerned. The exercise of the
right of access to the relevant records, including the grounds on which it may be exercised, shall
be governed by domestic law.

Paragraph 2

e+takes decision(s) affecting human rights and fundamental freedoms, legal rights and |interests
the artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process and that there is a right to human review of
such decisions.

Paragraph 3

Parties shall ensure that, where appropriate, relevant explanations and justifications are offered
by the artificial intelligence provider and/or user in plain, understandable, and coherent language
and are tailored to the context. Such communication shall contain sufficient information in order
to provide the artificial intelligence subject in question with an effective possibility of challenging
the decision(s) affecting the subject’s human rights, legal rights and Fnterests insofar as any use
of artificial intelligence technology is concerned.

Paragraph 4

29

Parties shall also ensure that in cases where an artificial intelligence system [subs&aat-oal-ly—mfosmsl_/

Commented [C132]: How is ‘where appropriate’
quantified? For example, is it intended to be where the
amount or nature of personal makes procedural safeguards
more appropriate?

Should be clarified more

Commented [C133]: The language used in this paragraph
covers a range of Al-driven activity that is broad. As a result,
the language would place stringent requirements on

organi: loying such sy to apply safeguards
even where the function of those safeguards would already
have been performed during the decision-making process,
risking the proportionality of such safeguards. This is

because a decision that has been 'substantially informed' by
an artificial intelligence system may also include a substantial
level of human involvement. It is therefore more appropriate
to require a right to human review only in instances where
such a system has taken a decision with no meaningful
human involvement.

ion. p

Commented [C134]: What would constitute an interest?
Is this being used to cover additional rights to HR or
commercial interests or other?

Commented [C135]: As with the previous paragraph,
what do interests mean here?
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4. Where appropriate, parties shall ensure that artificial intelligence previdersthatenypersentheas
therighttolnowlnewsthetene is make it clear to users that they are interacting with an artificial
intelligence system rather than with a human and, where appropriate, shall provide for the option
of interacting with a human in addition to or instead of an artificial intelligence system]

Article 10 — Wider protection

None of the provisions of this Convention shall be interpreted as limiting or otherwise affecting the
possibility for a Party to grant a wider measure of protection than is stipulated in this Convention, Iwhile
maintaining the principle of proportionality{.

|Artic|e 11 - Risk and impact assessmend

Paragraph 3

3. Each Party shall take appropriate measures, particularly in the field of training of national
supervisory authorities, artificial intelligence providers and artificial intelligence users, with a view
to ensuring that the relevant }actors }are capable of identifying, analysing and evaluating risk and
assessing impact of the application of artificial intelligence systems in relation to the enjoyment

Commented [C136]: Further qualifications and
explanation of this obligation and the circumstances it would
apply is necessary to prevent and mitigate impracticability.

A better balance between safeguarding and not being too
burd: or ec ically non viable on business must be
achieved.

There are lots of Al uses that we take for granted, that
people wouldn't really expect to be done by a human. E.g.
We assume that this isn’t intended to cover uses like e g.
google translate queries?

Furthermore, ‘interacting” may need further qualification.
e.g. assume it is direct t with an Al system, rather
than a situation where Al is used as part of the process but
this needs clarifying.

Consideration of whether this is required in every case or
only where Human Rights, Democracy and Rule of Law are
potentially threatened?

of human rights, the functioning of democracy and the observance of rule of law, in accordance
with the present methodology.

Commented [C137]: To address proportionality between
impacted and those bringing products to market

|Article 12 - Measures in respect of artificial intelligence systems posing
significant levels of riskl

Commented [C138]: Our comments and position on this
Article will be dependent on the content of the appendix.

Commented [C139]: What is the term ‘actors’ intended to
capture?

\‘

IArticIe 13 - Measures in respect of artificial intelligence systems posing

Commented [C140]: Our comments and position on this
Article will be dependent on the content of the appendix.

unacceptable levels of risld

Paragraph 2

2. Parties shall, in accordance with their domestic law, establish appropriate and independent
review procedures in order to enable the reversal of a moratorium or ban provided that relevant
risks are sufficiently reduced or appropriate mitigation measures become available.

Commented [C141]: Art 13 likely requires further
consideration. The UK is committed to taking a
proportionate, pro-innovation approach to regulating Al
technologies and further

discussion on this article will be useful

IArticIe 14 - Prohibited artificial intelligence practices|

|Article 15 - Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk] /‘

Paragraph a
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Commented [C142]: Art 14 likely requires further
consideration. The UK is committed to taking a
proportionate, pro-innovation approach to regulating Al
technologies and further

discussion on this article including the caveats will be useful

Commented [C143]: Art 15 likely requires further
consideration




CAI(2022)09

a. minimizing and, to the extent possible, preventing any unlawful harm Ioademegeko humanrights,

fundamental freedoms, legal rights and Iinterests bf natural or legal persons, democratic

institutions and processes, the administration of justice, public health and the environment, which
could result from the hnappropriate application L)f artificial intelligence systems;

Paragraph b

b. preserving individual freedom, human dignity and autonomy and in particular the ability to reach
informed decisions free from undue influence, manipulation or detrimental effects which
adversely affect the Iﬂghd enjoyment of rights to freedom of expression and assembly and

Commented [C144]: Unlawful harm accepted, but
considering r ing “d ’ as ‘d toh rights’
opens up a p ial minefield because k rights can
often involve a balance of competing rights where one or
other are impacted.

Commented [C145]: What are ‘interests’?

Commented [C146]: What is “inappropriate” application?
Is this around Human Rights, Democracy and Rule of Law? Or
wider criteria as set out in this instrument? Or contrary to
the purpose of the instrument?

association, democratic participation and the exercise of other relevant human rights and
fundamental freedoms resulting from the inappropriate application of artificial intelligence
systems;

Paragraph d

d. ensuring that design, development and application of artificial intelligence systems do not
compromise the principle of equality before the law, including bender equality pnd rights related
to discriminated groups and people in vulnerable situations in so far as they are used to inform or
take decisions affecting human rights and fundamental freedoms, legal rights and interests of
natural or legal persons;

Paragraph e

e. ensuring that the fights—te [right to respect for brivacy and to personal data protection are

Commented [C147]: Whether it’s the rights that are
affected or the enjoyment of the rights affected needs
clarified.

Commented [C148]: Not clear why gender equality
specified with everything else simply grouped together.
What rights are being referenced and for whom? Equality for
all is not an unqualified right.

adequately respected during design, development and application of artificial intelligence systems
throughout their lifecycle in both public and private sectors, notably through additional
safeguards for special categories of data such as medical data

Article 16 — Consultation of the Parties

Paragraph 2

2. The Consultation of the Parties shall be convened by the Secretary General of the Council of
Europe whenever (s)he finds it necessary and in any case when a majority of the Parties or the
Committee of Ministers request its convocation|

Commented [C149]: To align with wording of ECHR which
confers the ‘right to respect for privacy

Paragraph 3

3. The Consultation of the Parties shall adopt its own rules oil procedurel

Commented [C150]: ‘Request its convocation’: The text
should set out what mechani are available for ing
this.

\Article 17 - International cooperation|

Commented [C151]: Useful to clarify how consultations in
practice would work.
What input from signatories would be recognised?

Paragraph 2

2. Parties shall, on a regular basis, exchange information between them concerning design,
development and application of artificial intelligence systems which they assess as posing
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Commented [C152]: Art 17 likely requires further
consideration.

Not clear what requirements are, and would want the same
to be agreed, rather than one country doing a six monthly
report and another a five yearly report. This should be
expanded more to detail this.
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significant levels of risk to the enjoyment of human rights, the functioning of democracy and the
observance of rule of Iaw“

IArticIe 18 — National Supervisory Authorities

Paragraph 1

1. Parties shall establish or designate national supervisory authorities tasked, fin particular, Eith
overseeing and supervising compliance with the requirements of the risk and impact assessment
of artificial intelligence systems in accordance with Article 11 and 12.

Paragraph 2

Commented [C153]: The text should set out the

- e
mec for exc infor

Will the amount of info we pass, and what it concerns, be
left to individual states' discretion?

Should there be cooperation / collaboration on Al
applications which pose an ‘unacceptable’ level of risk too?

Commented [C154]: Art 18 likely requires further
consideration.

Commented [C155]: Not clear what ‘in particular’ is
intended to add. The Article has already made the point that
for some already established but that others would have to
formulate new authorities.

2. Parties shall, in accordance with their domestic law, provide for lefficien procedures for the
imposition of a moratorium or a ban on design, development and application of an artificial

Commented [C156]: Who decides what the ‘efficient’
procedures are? Who can challenge?

intelligence system in accordance with Articles 13 and 14.

|Artic|e 22 - Dispute settlement |

hn the event of a dispute between Parties as to the interpretation or application of this Convention which

Commented [C157]: Art 22 likely requires further
consideration.

cannot be resolved by the Consultation of the Parties, as provided for in Article 16 , paragraph 1, e, they
shall seek a settlement of the dispute through negotiation or any other peaceful means of their choice,
including submission of the dispute to an arbitral tribunal whose decisions shall be binding upon the

Parties to the dispute, or to the International Court of Justice, as agreed upon by the Parties concemed.]_/

Article 26 — Reservations

Commented [C158]: Is it appropriate that this is the first
option referred to? Why not use other product safety
resolution measures initially?

No reservation may be made in respect of any provision of this Conventior“

Commented [C159]: In a few of the Convention’s articles,
there has been language to the effect of parties can object /
d certain el nts, if pre-existing domestic legislation
allows for it. Yet here we are saying ‘no reservations’ which
seems to be a contradiction? This may not be intended, but
should be clarified.
There will likely be a need to consider scope for reservations
at later stage in drafting process.
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OBSERVER STATES

Japan

(1) Article 4

-The "scope" in Article 4 seems to be unclear and too broad.

-As for the exemption of national security/defense in Article 4.2, it is questionable if, at the stage of
design and development, a sharp distinction can be made between intended applications, considering
the fact that, in general, artificial intelligence systems are applicable as dual-use technology.

-The article 4.2 of the Convention excludes from its scope “design, development and application of
artificial intelligence systems used for purposes related to national defense”. What does the usage of
“national defense” imply, especially in comparison to “national security” which has a broader
implication?

(2) The following provisions seem to be too ambitious, and their feasibility and implementation seem
to be doubtful.

Article 5.5, 5.7, 5.8

Article 6.2

Article 7.2,7.4

Article 11.1

Article 13.1, 13.2

Article 14.1, 14.2, 14.3

Article 18.1, 18.2, 18.3, 18.4
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COMMITTEES AND OTHER COUNCIL OF EUROPE BODIES

Congress of Local and Regional Authorities (comments by David Eray,
Spokesperson on digitalisation and artificial intelligence)

Article 3 — Principle of non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, religion,
political or any other iopinionl national or social origin, association with a national minority, property,

Commented [C160]: They cannot be considered as
« status »

Commented [C161]: To be seen where exactly to put it in
this article (as part of this paragraph or even ideally a
separate paragraph). But it seems to me that the question of
access to technology can constitute a ground for
discrimination. The Congress report on Urban-rural interplay
and the Report on smart cities and regions underline the
problem of digital divide.

birth, state of health, disability&sstoweﬁe&m, or based on a combination of one or f

more of these grounds.

Article 5 — Design, development and application of artificial intelligence systems

Paragraph 2

ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is grounded in the principle of sustainability, @briegi e
selidasity-and the need to protect the [environmen

Commented [C162]: “Sobriety and sustainability
requirements help to evaluate the balance between the cost
of developing such solutions and its value for the end-users.”
Sobriety becoming increasingly a key requirement. As more
sober and responsible digital use shows that environmental
and digital transition go hand-in hand.

Commented [C163]: It is positive that the draft
Convention mentions the principle of sustainability and
solidarity and the need to protect environment. The
explanatory report specifies that these principles encourage
approaches based on circular economy and the need “to
minimise any deleterious effects resulting from the use of
artificial intelligence on the envir t”. The
Congress report on “A fundamental right to the

Paragraph 3

ensure that design, development and application of artificial intelligence systems respects the
principle of Eolidarityi and equality, including gender equality and rights related to discriminated
groups and people in vulnerable situations;

Paragraph 5

ensure a continuous chain of accountability, responsibility and legal Iiabilitylfor]any unlawful harm
in respect of design, development and application of artificial intelligence systems throughout
their lifecycle and that appropriate redress mechanisms are available;

Paragraph 6

ensure thatwh pproprate~ adequate oversight mechanisms as well as transparency and
auditability requirements tailored to the specific risks arising from the context in which the
artificial intelligence system is designed, developed and applied are in blacd;

envir t: a matter for local and regional authorities”
was approved by the Monitoring Committee and is going to
be debated in Congress session in October 2022. Also the
Governance Committee will prepare a thematic report on
circular economy. The sustainable development is an
important current priority for the Congress.

> The draft C could more prominently
beyond the fund. tal principles part, the need to ensure
that design, devel, t and lication of artificial

intelligence do not comp but on the v
contribute to strengthen the principle of sustainability (ex.
similarly to the principle of equality in the Chapter Ill on
risk and impact assessment) — See new point added in Art.

15e.

Commented [C164]: Solidarity fits better here with
equality

Paragraph 8
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Commented [C165]: Liability provisions are indeed
important. When the damage is caused by Al systems there
will inevitably be questions as to who can be held legally
liable and in what circumstances.

Commented [C166]: It is beneficial that oversight
mechanisms are being put in the highlight. We do concord
that ad: te oversight mech as well as transparent
and auditability requirements tailored to specific risks should
be put in place. And they are always "appropriate” and
needed. In some countries they may exist at the level of
regions for example. But, as the Smart cities and regions r
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8. ensure that adequate safety, security, data quality, data integrity, data security, cybersecurity_
and-robustness and resilience requirements are in place regarding design, development and
application of artificial intelligence lsystems}

Paragraph 9

9. strive to ensure that fundamental questions raised by the design, development and application
of artificial intelligence systems are the subject of appropriate public discussion and multi-
stakeholder consultation in the light, in particular, of relevant social, economic, ethical and legal
hmplicationsk

Paragraph 10

10. encourage and promote digital literacy and digital skills for all segments of the L)opulatiori_ﬂ\
particular for - marginalised groups to bridge digital divide.

Article 14 — Prohibited artificial intelligence practices

Paragraph 2

2. the use of artificial intelligence systems for social lsooringito determine access to essential services
leading either to (a) detrimental or unfavourable treatment of certain natural persons or whole
groups in social contexts which are unrelated to the contexts in which the data was originally
generated or collected, or (b) detrimental or unfavourable treatment of certain natural persons
or whole groups that is unjustified or disproportionate to their social behaviour;

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk

e) ensuring that design, development and application of artificial intelligence
compromise the principle of sustainability and the need to protect the[gnvironmenﬁ;

Appendix: Methodology for risk and impact assessment of artificial intelligence
bystems|

Commented [C167]: Al revolutionises energy sector. The
Congress Report on Smart Cities and Regions gives good
examples in this respect. However, Al is also reliant on
energy supply and its cuts or cyberattacks against Al systems
can adversely affect the operation of Al systems and of
critical infrastructure. May be adding a provision on building
resilience could be useful.

Commented [C168]: The principle related to the need to
ensure “appropriate public discussion” and “multi-
stakeholder consultation” is a very central one for a sound
democracy. Beyond a mere requirement, it has important
practical implications for citizens, influencing the success and
the sustainability of efforts in introducing Al. The smart cities
and regions report of Governance committee of the
Congress indicates that the lack of attention to the needs of
users is a reason for failure in introducing digital and Al
technologies..

Commented [C169]: It is positive that the draft
Convention encourages and promotes digital literacy and
digital skills. The digital literacy is of key importance. Itis
necessary to ensure inclusiveness of technology-based
services in order to mitigate the risks of digital divide
(geographical, generational, gender etc). The disad d
/marginalised groups (such as elderly, women and girls,

hildren and youth, low-ir idents, persons with
disabilities, indigenous people, those living in informal

I ts, rural ities, refugees and immig )

require special attention. The Covid 19 pandemic introduced
even greater urgency to bridge the digital divide.

—The explanatory report could usefully provide more
details on this point. The smart cities and regions report
provides interesting insight on digital equity.

Commented [C170]: It is positive to see that the proposed
text of the Convention bans “social scoring” Al tools. The
Congress smart cities and regions report raises concerns
about social scoring practices rating trustworthiness and
behaviours of citizens and determining access to essential
services. They are mentioned as detrimental to human rights
and freedoms, alongside with practices of mass camera
surveillance and facial recognition technologies.

Commented [C171]: See comments under Article 5.2

Commented [C172]: Environment is already mentioned
under point a) and as a Minister of Environment | am glad to
see this. | wonder if this could not be reinforced by a
separate point similar to the point d)
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Commented [C173]: The future methodology for risk and
impact assessment of artificial intelligence systems to be
included in the appendix to the Convention will provide a

very useful and practical tool for decision makers at different
levels of power and the private sector alike. We will provide
an input to this work so as to ensure that the matters related
to regional and local governance are duly taken into accou{?
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CDADI
Article 2 — Definitions

Paragraph e

‘1artiﬁcia| intelligence subjectf’ means any natural or legal person whose human rights and

fundamental freedoms, legal rights or interests are impacted by decisions made or substantially
informed by the application of an artificial intelligence system.

Article 3 - Principle of non-discrimination

The Ilmplementatlon of the brovrsmns of this Convention by the Parties shall be secured without

Commented [C174]: This term is not very respectful for
designating those whose rights are at stake. What about «
person impacted by artificial intelligence » ?

discrimination on 1any ground such as Ex, gender_identity, sexual orientation, “race”?, colour, language,
age, religion, political or any other opinion, nationality, national or social origin, association with a national
minority, property, birth, state of health, disability or other status, or based on a combination of one or
more of these grounds.

Article 5 — Design, development and application of artificial intelligence systems

Paragraph 3

4. ensure that design, development and application of artificial intelligence systems respects the
principle of equality, including gender equality and the prohibition of discrimination on the
grounds listed in Article 3[ in Qartlcular o ﬂghts—releted—te—dﬁemmﬁed-gersons and groups end
peeple-in situations of vulnerability}

Commented [C175]: This narrows the principle too much.
The principle would only apply to the Parties and not oblige
them to ensure that the use of Al systems does not lead to
discrimination on any g d. Please consider incorporating
Article 5.3 into Article 3.

Paragraph 10

10. eneeurage—and—promote and support digital literacy and digital skills for all segments of the
population.

Article 6 — Additional requirements for design, development and application of
artificial intelligence systems in the public sector

Paragraph 1

1. ensure that the deployment and application of artificial intelligence systems in the public sector
lpromote and ldo not undermine human rights and fundamental freedoms, legal rights and

Commented [C176]: We would suggest taking the exact
wording of § 2 of CM/Rec(2022)16 (including the inverted
commas around the word « race » and possibly the adapted
text of the footnote), which is the outcome of intense
negotiations at the level of the GR-H and the CM:

such as “race”,2 colour, language, religion, nationality,
national or ethnic origin, age, disability, sex, gender identity
and sexual orientation.

Footnote : 2. Since all human beings belong to the same
species, the Committee of Ministers rejects,
as does the European Commission against Racism and
Intolerance (ECRI), theories
based on the existence of different “races”. However, in this
document, the term “race” is
used in order to ensure that those persons who are generally
and erroneously perceived

as “belonging to another race” are not excluded from the

protechon provided for by the
islation and the impl ation of policies to prevent and
combat hate speech.

Commented [C177]: Situations are not vulnerable.

interests which may be guaranteed under the laws of any Party or under any other agreement to
which it is a Party and respect the principle of the rule of law.

1 Since all human beings belong to the same species, theories based on the existence of different « races” are
rejected. However, in this Convention, the term ,race” is used in ordert o ensure that those persons who are
genrally and erroneously perceived as ,belonging to another race” are not excluded from the protection provided
for by this Convention.
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Commented [C178]: See §5 2 and 8 of ECRI's General
Policy Recommendation No. 7.
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Paragraph 4

4. ensure that all relevant artificial intelligence users receive appropriate training in operating any
artificial intelligence systems employed in line with the provisions of this Convention as well as

the respective limitations of such systems.

Article 7 — Procedural safeguards

Paragraph 1
1. Parties shall ensure that, where appropriate, the usage of an artificial intelligence system, the

data used and the decision criteria applied ks duly recorded and communicated to the artificial Commented [C179]: In my view, such transparency

intelligence subjects concerned. The exercise of the right of access to the relevant records, provisions only make sense if they secure information on the

including the grounds on which it may be exercised, shall be governed by domestic law; data(sets) used and the decision criteria applied. These are
the minimum éléments that end-users and the judiciary
need in order to check whether Al has been used in line with

Paragraph 2 the relevant regulation, or whether any right has been
violated.

2. Parties shall also ensure that in cases where an artificial intelligence system substantially informs
or takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests,
the artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process and that there is a right to human review of
such decisions.

Paragraph 3

3. Parties shall ensure that, where appropriate, relevant explanations and justifications are offered

by the artificial intelligence provider and/or user in the language of the End-user{ and in plain, Commented [C180]: This information should in principle
understandable, and coherent language and are tailored to the context. Such communication also be made available in minority or regional languages.

shall contain sufficient information in order to provide the artificial intelligence subject in question
with an effective possibility of challenging the decision(s) affecting the subject’s human rights,
legal rights and interests insofar as any use of artificial intelligence technology is concerned.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 2

2. Parties shall, in accordance with their domestic law, establish appropriate and independent
review procedures including judicial control in order to enable the reversal of a moratorium or
ban provided that relevant risks are sufficiently reduced or appropriate mitigation measures
become available.

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk
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Paragraph d

a. ensuring that design, development and application of artificial intelligence systems do not
compromise the principle of equality before the law, including gender equality and L'ights

related to discriminated groups and people in vulnerable lsituations in so far as they are Commented [C181]: See comment to Article 5 3.
used to inform or take decisions affecting human rights and fundamental freedoms, legal

rights and interests of natural or legal persons;

Children’s Rights Division

Preamble

Concerned by the risk that certain uses of some artificial intelligence systems also have the potential for
unduly interfering with the exercise of human rights and fundamental freedoms, undermining democracy
and violating the rule of law through such harmful practices and effects as, for instance, unrestricted mass
surveillance, information distortion, possible unlawful discrimination, to manipulative tactics that exploit
vulnerabilities of individuals [individuals in_vulnerable situations] [including children]; the general

weakening of human agency, unlawful electoral interference erd digital exclusion-erdiserimmination;

Conscious also of the fact that in view of its framework character the Convention may be supplemented
by further binding or non-binding instruments to address challenges relating to the application of artificial

intelligence in specific sectors |or for specific groups|of people; Commented [C182]: To pave the way for further
instruments to address specific challenges for children and
their rights, also compare our proposal and comments under
point 4 the draft EM

Article 3 — Principle of non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without

discrimination on any ground such as sex, bender,l sexual orientation, race, colour, language, age, religion, Commented [C183]: Better gender identity, no ? also

political or any other opinion, national or social origin, association with a national minority, property, issue with race

birth, state of health, disability or other status, or based on a combination of one or more of these
grounds.

Article 5 — Design, development and application of artificial intelligence systems

Paragraph 3

3. ensure that design, development and application of artificial intelligence systems respects the
principle of equality, including gender equality_avoiding discrimination on any of the grounds
listed in Article 3 -Iand enabling access to rights related to discriminated groups and_for people in

vulnerable situations;l Commented [C184]: This formulation can be improved. |
would even include an obligation of result for Al systems
that is non-discriminatory

Paragraph 10
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10. Iencourage and promote digital literacy and digital skills for all segments of the population —

Article 6 — P\dditional requirements for design, development and application of
artificial intelligence systems in the public sector|

Commented [C185]: This is crucial for everyone, and
children and young people in particular, compare our
drafting proposal in para. 36 of the EM.

Article 7 — Procedural safeguards
Paragraph 2

3. Parties shall also ensure that in cases where artificial intelligence system substantially informs or
takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests, the
artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process and that there Iis a right to human review of
such decision

Paragraph 3

3. Parties shall ensure that, where appropriate, relevant explanations and justifications are offered
by the artificial intelligence provider and/or user in plain, understandable, and coherent language
and are tailored to the context-.-land the target group. lSuch communication shall contain sufficient
information in order to provide the artificial intelligence subject in question with an effective

Commented [C186]: | am missing, possibly in this article, a
reference to robust reporting systems to alert on potential
violations or would this fall into something more general. It
is so specific that it might be interesting to emphasise this

Commented [C187]: Is this sufficient? At least the request
for human review should be simple enough to ensure that all
those that need it can obtain it

possibility of challenging the decision(s) affecting the subject’s human rights, legal rights and
interests insofar as any use of artificial intelligence technology is concerned.

Article 11 — Risk and impact assessment

Paragraph 1

1. Without any prejudice to already existing relevant national and international legal instruments,
and irrespective of whether the respective activities are undertaken by public or private actors,
Parties undertake to adopt a |methodo|ogy applicable to design, development and application of
artificial intelligence systems, for identifying, analysing and evaluating risk and assessing impact
of the application of artificial intelligence systems in relation to the enjoyment of human rights_
including the rights and best interests of children fhe functioning of democracy and the
observance of rule of law.

Commented [C188]: To ensure such explanations are
child-friendly for Al systems that affect children, also see our
proposed addition to para 43 of the draft EM.

Commented [C189]: It is essential that this methodology
pays specific attention to risks to the full range of children’s
rights, and the principle of the best interests of the child
must be a guiding factor in a risk assessment.

Paragraph 2

2. The }nethodology shall be based on the model set out in the Appendix ko the present Convention.

Commented [C190R189]: This is particularly crucial when
having to strike the right balance between protecting
children from sexual exploitation and abuse and
guaranteeing the right to privacy when the use of automated
detection tools is envisaged.

It shall set out clear, concrete and objective criteria for identifying such artificial intelligence
systems or combinations of such systems that in view of their concrete applications pose
significant levels of risk to the enjoyment of human rights, the functioning of democracy and the
observance of the rule of law.

Commented [C191]: Inspiration can be drawn in that
regard from Child Rights Impact A t methodologi
See for an interesting document: S Mukherjee, K Pothon,
and S Livingstone, Child Rights Impact Assessment: A tool to
realise child rights in the digital environment,
https://digitalfuturescommission.org.uk/wp-
content/uploads/2021/03/CRIA-Report.pdf
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Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 1

Parties shall, in accordance with their domestic law, provide for the possibility of imposing a full
or partial moratorium or ban in respect of artificial intelligence systems, which in accordance with
the aforesaid methodology and in view of the measures set out in Article 15 (a) to (e) are deemed
to present unacceptable levels of risk of interfering with the enjoyment of human rights, the
functioning of democracy, and the observance of the rule of law. A Imoratorium or ban should,
however, only be considered, where on an objective basis an unacceptable risk to human rights,
democracy or the rule of law has been identified and, after careful examination, there are no
other measures available for mitigating that risk.

Commented [C192]: See also our remark added to para.
54 of the Explanatory report regarding the precautionary
principles when it comes to children’s rights

Article 14 — Prohibited artificial intelligence practices

3.

4.

Paragraph 1
|the use of Frtificial intelligence systems by public authorities using biometrics to identify, Commented [C193]: -Suggestion to review the
categorise or infer emotions of individuals__or that manipulate or interfere with reference to “the use of” in every sub-paragraph, to make
[children’s/individual’s] right to freedom of thought and belief; it more readable.
Should the ban also cover the design and development of
such systems?
Paragraph 2

the use of artificial intelligence systems for social scoring to determine access to essential services
leading either to (a) detrimental or unfavourable treatment of certain natural persons or whole
groups Iin social contexts which are unrelated to the contexts in which the data was originally
generated or collected”_ or (b) detrimental or unfavourable treatment of certain natural persons /‘ Commented [C194]: This is not clear ]

or whole groups that is unjustified or disproportionate to their social behaviour;

Commented [C195]: Could this be clarified? )

Paragraph 3

[the use oﬂlgrtiﬁcial intelligence systems that materially distort the behaviour of children or other

vulnerable persons in a manner that causes or is likely to cause that person or another person

physical or psychological harm; /‘ Commented [C196]: Particularly relevant for children, ]

also compare article 5.1.b EU Proposal for an Al Act.

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk

Paragraph a

b. #minimiszing and, to the extent possible, preventing any unlawful harm or damage to
human rights, fundamental freedoms, legal rights and interests of natural or legal
persons, democratic institutions and processes, the administration of justice, public
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health and the environment, |which could result from the [lneppﬁopﬂote
artificial intelligence systems}

pplication of

Paragraph b

C.

preserving individual freedom, human dignity and autonomy and in particular the ability
to reach informed decisions free from undue influence, manipulation or detrimental
effects which adversely affect the right to freedom of expression and assembly,
democratic participation and the exercise of other relevant human rights and
fundamental freedoms [resulting from the

Commented [C197]: Proposal to remove
« inappropriate » (because precisely the harms caused are
what makes it inappropriate).

Commented [C198]: perhaps remove inappropriate
(because precisely the harms caused are what makes it
inappropriate)

intelligence systems :I

application of artificial /‘ Commented [C199]: Sez comment above.

Paragraph ¢

Paragraph d
e. |ensuring that design, development and application of artificial intelligence systems do not
compromise the principle of equality including gender equality and rights
related to discriminated groups and people in vulnerable situations tn so far as they are
used to inform or take decisions affecting human rights and fundamental freedoms, legal
rights and interests of natural or legal persons;
Paragraph e
f. ensuring that the rights to privacy and to personal data protection are adequately

d.

ensuring that all interested parties, groups and individuals enjoy equal and fair access to
public debate and inclusive democratic processes, Itaking, in particular, due account of the
relevant implications of the technological developments in the area of artificial
intelligence and the role of public and private entities that help shape the public debate
in their respective jurisdictions;b

~

Commented [C200]: idem

Commented [C201]: unclear what is meant by this phrase.
| guess the idea is that Al should not pose obstacles to public
debate and inclusive democratic process. There is a whole
issue of jurisdictions and the global influence of technology
companies. If this is what is meant, it should be worded
more clearly

respected during design, development and application of artificial intelligence systems
throughout their lifecycle in both public and private sectors, notably through additional
safeguards for special categories of data such as medical data and data of children.

Appendix: Methodology| for risk and impact assessment of artificial intelligence

systems

Commented [C202]: Not only before the law, but in
general

Commented [C203]: this is almost identical to 5.3 in
chapter Il but the second part of the sentence is not very
helpful

CDDG (in cooperation with the CDDG Rapporteur on Democracy and Technology)

General comments

1. The purpose of the proposed “(Framework) Convention on Artificial Intelligence, Human Rights,
Democracy and the Rule of Law” is to establish “fundamental principles and rules aimed at ensuring
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Commented [C204]: It is important that this methodology
pays specific attention to risks for the full range of children’s
rights. Inspiration can be drawn from Child Rights Impact
Assessments. See also our remark under Article 11 above.
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that design, development and application of artificial intelligence systems is fully consistent with
respect for human rights, the functioning of democracy and the observance of rule of law.”

Repeated reference to the functioning of democracy and core democratic values throughout the
Draft are welcomed. The CDDG has highlighted in its previous contribution to the CAHAI that it is
essential that the use of Al systems does not undermine the functioning of democracy. This includes
strengthening of democratic institutions as well as a need to safeguard democratic processes and
democratic participation.

Democracy is based on two cornerstone assumptions, i.e. that citizens have both agency (capacity
to form an opinion and act on it) and influence (capacity to effect decisions made on their behalf).
Al can strengthen but, depending on how it is used, can also become a threat to both these
assumptions.

In recent years, democratic processes and freedom of agency have come under pressure among
others due to micro-targeting, profiling or manipulation of content in elections, use of bots and
various social media manipulation techniques, disinformation campaigns and other digitally
enhanced interferences in electoral processes etc. The use of Al systems in this context could
further aggravate the situation. The Draft should therefore explicitly address the protection of
inclusive and participatory democratic processes, along with reference to fostering robust and
accountable democratic institutions (Art. 5), including in respect of protection against various forms
of manipulation which Al systems fuelled by big data and big processing power (including big
nudging) can bring.

Citizens’ influence, including through direct participation in deliberations and decision making, is
also a cornerstone of democracy. A fair and accessible public debate on the use of Al systems and
its societal implications should be encouraged, as it contributes to an informed public able to
participate, and has the potential to enhance trust in the actions of public authorities. Al is however
but one tool at the disposal of decision makers and should not be overused or abused, as
government should remain “of the people, by the people, for the people”. More emphasis could be
given to ensuring democratic participation in general and enabling public debate in particular.
Openness and transparency on the use of Al systems and explainability might be considered as
guiding principles for such public debate. Furthermore, public debate should not be limited to areas
of significant risk (Art. 15(c)).

The introduction of an article devoted to ensuring proper accountability, responsibility, and legal
liability of the public sector, including private actors that act on behalf of the public sector is timely.
The scope of Art. 6 could be broadened to include design and procurement as areas to be covered,
thus not limiting accountability, responsibility and legal liability to the areas of deployment and
application.

In its current terms of reference, the CDDG is tasked with preparing a Handbook on the use of

digital technologies and artificial intelligence by the public administration. Work to this effect will
start in 2023 and any relevant insights and findings will be shared with the CAl in due course.
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8. As the steering committee with primary responsibility in the field of democracy and good
governance, the CDDG stands ready to further contribute to the development of a “Methodology
for risk and impact assessment of artificial intelligence systems”. The CDDG is currently preparing a
draft recommendation of the Committee of Ministers on principles of good democratic
governance building on the 12 principles of good democratic governance at local level, as per its
current terms of reference, with a view to the adoption in the first half of 2023. The
recommendation could potentially also provide a useful set of benchmarks for the risk and impact
assessments of the use of Al systems.

9. Finally, the CAl Secretariat may wish to take note of the various instruments and documents
prepared by the CDDG which could give substantial input for the text and could feed into the
Explanatory memorandum, notably Study on the impact of digital transformation, including Al and

automated decision making on democracy and good governance in particular the chapter on
Democracy; Handbook on e-democracy, highlighting existing good practices among member States;

Guidelines on the use of ICT in the electoral process providing principles for the use of technology

in this context; and Guidelines on civil participation in decision-making underlining the importance
of participation for democracies to thrive.

Conference of International Non-Governmental Organisations of the Council of
Europe

Preamble

Concerned by the risk that eenain—uses%q-some artificial intelligence systems or certain uses of such
systems also have the potential for unduly interfering with the exercise of human rights and fundamental

freedoms, undermining democracy and violating the rule of law through such harmful practices and
effects as, for instance, unrestricted mass surveillance, information distortion, possible unlawful
discrimination, the general weakening of human agency, unlawful electoral interference and digital
exclusion;

Conscious of the fact that human rights, democracy and the rule of law are inherently interwoven and
convinced of the need to establish, as a matter of priority, a common legal framework M/
fundamental principles and rules governing design, development, and application of artificial intelligence
systems which would effectively preserve the shared common values and at the same time be conducive
to innovation;

Mindful of the need to ensure consistency a preper balanee between respect for human rights |as]_/
enshrined in the 1950 Council of Europe Convention for the Protection of Human Rights and Fundamental
Freedoms and its protocols, the 1966 United Nations International Covenant on Civil and Political Rights
and other applicable international human rights treaties and various economic, security and other
interests in the development and use of artificial intelligence;

Article 1 — Purpose and object

Commented [C205]: Since the Convention is also going to
tackle "red lines”, i e., Al systems to be considered for bans
or ia, some Al syst: as such may end up being
banned altogether, especially if they are designed specifically
and exclusively for purposes that present unacceptable risks.
Therefore, we propose this slight revision.

Commented [C206]: We propose to remove this as it is
redundant with "need to establish” in the same sentence.
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Commented [C207]: The use of the terms "proper
balance™ here - i.e., not between rights as such but between
human rights instruments - implies a lack of

consistence/c | ity b such h rights
instruments, as if the protection included in some were at
odds with the protection included in the others. We suggest
removing this ambiguity by replacing with another term,
such as "consistency”, which ensures mutual strengthening
and implies a common goal of such instruments.
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Paragraph 1

1. This Convention establishes certain fundamental principles and rules aimed at ensuring that
kesearch design, development and application of artificial intelligence systems areis fully

consistent with respect for human rights, the functioning of democracy and the observance of
rule of law.

Article 2 — Definitions

Paragraph b

b. “lifecycle” means all phases of existence of an artificial intelligence system betweenits

WMMMJM and_design, data collection_and

Commented [C208]: We propose to add "research” here
because:

1) itisin line and consi: with the |
below, which already includes "research”;
2) the phase of research should also be complaint with the
respect of human rights since it may already affect
individuals and their rights, e_g., the data protection, health,
etc., of individuals involved in the research (indeed, there
are treaties such as the CoE Oviedo Convention that are
mindful of human-rights compliant research).

of Article 5

processing _and model building; (ii) verification and validation; (iii) deployment; (iv)
operation and monitoring; and (v) end of life.

Paragraph c

c. “artificial intelligence provider” means any natural or legal person, public authority or
other body that develops an artificial intelligence system or that has an artificial
intelligence system developed with a view to placing it in_the market [puttingl it into

Commented [C209]: We recommend using this definition
since it is already formulated by the CoE Commissioner for
Human Rights in her Rec dation "Unboxing Al - Ten
steps to protect human rights":

https://book.coe.int/en/c issi for-h
rights/9664-unboxing-artificial-intelligence-10-steps-to-
protect-human-rights_html

service/commissioning it;

Paragraph d

d. “artificial intelligence Lﬁeq“ deployer means any natural or legal person, public authority

Commented [C210]: As also clarified in the current draft
EU Al Act, the term "putting into service” only defines the
supply of an Al system for first use directly to the user for its
intended purpose., whereas a private company, e g., may be
designing an Al system and just place it/make it available on
the market for anyone to purchase it. Therefore, we
recommend adding "placing on the market™ as well.

Commented [C211]: This term already proves confusing
under the draft EU Al Act because the term "user” in

[ I is lly mostly referred to
individuals/consumers as "end-users”. Even though we

or other body deploying #sirg-an artificial intelligence system in their own name or under
their authority;

Paragraph e

e. “artificial intelligence subject” means any natural or legal person whose human rights and
fundamental freedoms, legal rights or interests are impacted by|outputs such as decisions_

recommendations or predictions }nade orlsubs!eﬂt-ie“y] informed by the application of an

that the intention of the draft here is to use

language consistent with the draft EU Al Act currently under

negotiations, it is important to remember that under these

negotiations there are also proposals from MEPs to replac[?‘
w—

( Commented [C212]: This change is proposed to make the

text consistent with the definition proposed by the zero draft
text in paragraph a. above in the same article.

artificial intelligence system.

Article 3 —Prohibition]| Brinciple-of non-discrimination

Commented [C213]: We strongly recommend removing
this qualifier, since it may cause unclarity in its practical
interpretation (what is "substantially”"?). Besides, this
qualifier does not appear even in the definition of "artificial
intelligence system" in para a. above, when referring to
decisions made using machines etc.

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, religion,
political or any other opinion, national or social origin, association with a national minority, property,
birth, state of health, disability or other status, Ior based on a combination of one or more of these
grounds.l

Commented [C214]: We recommend using the same
strong wording ("Prohibition”) as in the heading of Article 14
of the ECHR, since the text of this article is also transposed
from Article 14.

Article 4 — Scope

Commented [C215]: We welcome this addition compared
to the simple non-discrimination prohibition of Article 14 of
the ECHR, since it explicitly acknowledges that there can be
intersectionality between different grounds of

discrimination. We rec d that this clarification is m{—
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Paragraph 1

1. Parties undertake to apply this Convention to kesearch design, development and application of

artificial intelligence systems throughout their lifecycle, regardless of whether these activities are
undertaken by public or private actors.
22.This Convention shall apply within the mandate and competences established by the Statute of

the Council of Euro@

Commented [C216]: Added here to make it consistent
with the inclusion of "research™ already in Article 5 and with
the suggested amendments in Article 1 above.

Paragraph 2
2, The t C tion—chall net-anshsto-daci daval t and licati £ artificial
= Lid Lad b 4 o 7 Lt L o
muignnrn suctameucad-foro: latad-io- tH | dafonc,
Y Lkl of

Article 5 —Research| Bdesign, development and application of artificial

intelligence systems

Bearing in mind the need to safeguard and uphold human dignity, human rights and fundamental
freedoms, preserve and foster robust and accountable democratic institutions and safeguard the rule of
law as the institutional basis for assuring both democratic participation and the effective protection of
human rights and fundamental freedoms, in their respective jurisdictions Parties shall:

Paragraph 1

1. ensure that any |researchL design, development and application of artificial intelligence systems

or combinations of such systems is compatible with core values of democratic societies. In
particular, Parties shall ensure that such research, design, development and application are not
aimed at undermining or curtailing fundamental rights and freedoms, the functioning of
democracy or the observance of rule of law;

Paragraph 3

3. ensure that any [research design, development and application of artificial intelligence systems

Commented [C217]: When it comes to defining the scope
of this future legally binding horizontal instrument, the
CAHAI final document ("Possible Elements"”) pointed out that
“matters relating to national defe fall outside the scope of
a legal framework of the CoE" as per Article 1d of the Statute
of the CoE and, therefore, cannot be included in a future CoE
legally binding, or even non-binding, instrument. However,
we respectfully argue that this statement omits to clarify
that this so-called "Defence Clause”, introduced at the time
of creation of the CoE to preserve the competence of the
governments and the c etent military c isations such
as the North Atlantic Treaty Organization (NATO), does not
rule out the possibility for the CoE to engage in matters of
security and conflict when they may jeopardise the

protection of h rights (especially the "right to life”).
Indeed, e.g., the leadership of the CoE recently stressed, in
the context of the war in Ukraine, that while the CoE "is not
directly involved in the p >ful 1 t of the conflict”,
they remain concerned by the impact of the conflict at
humanitarian and human rights levels, since "there are very
clear legal obligations on member States, on all member
States, to ensure that every individual’s human rights are
respected.” (See CoE Secretary General Marina Pejcnovic-
Buri¢, ‘Vote: The Assembly’s vision on the strategic priorities
for the Council of Europe’). As a result, the "Defence Clause”
should not preclude any legally binding or non-binding
regulation at CoE level of the impact on human rights, the
rule of law and d y that Al sy may have when
applied in situations of conflict or post-war peacekeeping
operations. We can provide examples of ECtHR case law
where the Court did ack ledge its own pet to
assess compliance of military actions conducted by CoE
Member States with human rights.

respects the principle of equality, including gender equality and rights related to discriminated
groups and people in vulnerable situations;

Paragraph 4

4. ensure that privacy of individuals is protected including through applicable personal data
protection and data governance laws and standards and that data protection principles and rules
are applied in respect of_any kesearch design, development and application of artificial

Commented [C218]: We recommend adding "research” in
the heading since it is also already featured in paras 1 and 2
below.

Commented [C219]: As explained above, since "research”
already correctly features here among the phases that need
to comply with fundamental principles, "research” should
also be added in the Preamble and in Article 1.

intelligence systems and that appropriate guarantees and safeguards have been put in place for
data subjects;

Paragraph 5

45

Commented [C220]: We believe that not having
"research™ added here too, consistently with paras 1 and 2
above, is an oversight, so we recommend adding it.

Commented [C221]: Again, here too "research” should be
added to be compliant with data protection rules and
standards.




10.

CAI(2022)09

ensure a continuous chain of accountability, responsibility and legal liability for any unlawful harm
in respect of any tesearch design, development and application of artificial intelligence systems

throughout their lifecycle and that appropriate redress mechanisms are available;

Paragraph 6

ensure that, wheﬁe-{appﬁopaate[ appropriate_and adequate oversight mechanisms as well as

Commented [C222]: Again, even "research” should not be
pt from minii requirt ts of acc bility,
responsibility and liability.

transparency and auditability requirements tailored to the specific risks arising from the context
in which the artificial intelligence system is designed, developed and applied are in place;

Paragraph 7

id and-ucercundarthac

Commented [C223]: Oversight mect
and auditable mechanisms are always appropriate. It is
actually the level of oversight, transparency and auditability
that should be appropriate/tailored to the situations. Hence,
the proposed re-wording.

parency

Paragraph 8

ensure that adequate safety, security, data quality, data integrity, data security, cybersecurity and
robustness requirements are in place regardin research| design, development and

Commented [C224]: We strongly recommend removing
this unnecessary paragraph. The Council of Europe is not an
economic organisation whose primary objective is the
protection and promotion of the internal market, like the EU,
orthep of ec ic devel tand i ion,
like the OECD. The main purpose of the CoE and of this

C ion should be the promotion of innovation that is

application of artificial intelligence systems;

Paragraph 9

strive to ensure that fundamental questions raised by the tesearch design, development and

only compliant with democracy, human rights, and rule of
law.

application of artificial intelligence systems are the subject of appropriate public discussion and
multi-stakeholder consultation in the light, in particular, of relevant social, economic, ethical and
legal implications;

Paragraph 10

encourage and promote_meaningful [muttil stakeholder inclusion and consultation, digital literacy
and digital skills for all segments of the population.

Article 6 — Additional requirements for design, development and application of
artificial intelligence systems in the public sector

Paragraph 1

ensure that the, Hesign deployment and application of artificial intelligence systems in the public

Commented [C225]: Same as comments above on the
addition of "research™.

Commented [C226]: Deb and public disc

should equally be promoted for the research of Al systems,
especially in crucial or controversial sectors (e g., healthcare,
law enforcement, judiciary, etc.).

Commented [C227]: Multi-stakeholder inclusion and
consultation should feature among the fundamental
principles informing States and private companies’ actions.

sector do not undermine human rights and fundamental freedoms, legal rights and interests
which may be guaranteed under the laws of any Party or under any other agreement to which it
is a Party and respect the principle of the rule of law.

Paragraph 3

ensure compliance with the standards set out in this article insofar as any private entity acting on
their-behalf of a public Euthoritv{ or institution is concerned.

Commented [C228]: The design in some cases may also
Iready undermine k rights and fund tal freed
before the system’s concrete deployment and application
(see, e g., systems designed with in-built bias). So we

recommend including it here.

46

Commented [C229]: We believe this text clarifies the
relationship better.
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Paragraph 4

4. ensure that all relevant artificial intelligence Igegloyergl ssers—receive appropriate training in

operating any artificial intelligence systems deemployed as well as @Lthe respective limitations

Commented [C230]: Once again, in line with what
recommended above and what is currently being propose by
most MEPs within the draft Al Act, we call for the
replacement of the term "users” with the term "deployers”.

of such systems.

Article 7 — Rights and |Procedural| safeguards

Commented [C231]: Just missing preposition.

Paragraph 1
1. Parties shall ensure that, where—eappropriate, the d_e_plgx_ng@segel-of an artificial intelligence

system is duly and appropriately recorded and communicated to the artificial intelligence subjects
concerned. Parties shall also grant any person the Ihe—e*e&eose—ef—the—nght of access to the
relevant records—iaclksding = b =

e e accordance with the relevant mternatlonal standards and obl_ganons on access

to knformatlont

Commented [C232]: This article does not only list
procedural safeguards but also ack ledges specific rights,
as explicitly indicated in para 5 and in Article 8 below (he
latter referring to restrictions on such rights).. Therefore, we
recommend reflecting this correctly in the heading of this
Article.

Commented [C233]: Recording and communication is
always necessary and appropriate. It is the type/methods of
recording and communication that should be
appropriate/tailored to the specific situations. Hence, the

Paragraph 2

2. Parties shall also ensure that in cases where @I_artiﬁcial intelligence system |5eb9tenﬁe“y|-informs

proposed re-wording.

or takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests,
the artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process and that there is a right to human review of
such decisions.

Paragraph 3
3. Parties shall ensure that,—whereeppcepﬁe%&,_-lz_xggrogriate relevent-explanations and justifications

Commented [C234]: The exercise of this right and its
grounds cannot be left to the entire discretion of domestic
law. Besides, this para appears redundant in light of the
same specification outlined in the concluding paragraph
below, so we propose a reformulation consistent with the
concluding paragraph of the article.

Commented [C235]: Missing article

Commented [C236]: It is not clear who would decide what
is a "substantial” level of information. This obligation should

are always offered by the artificial intelligence provider and/or user in plain, understandable, and
coherent language and are tailored to the context. Such communication shall contain sufficient
information in order to provide the artificial intelligence subject in question with an effective
possibility of challenging the decision(s) affecting the subject’s human rights, legal rights and
interests insofar as any use of artificial intelligence technology is concerned.

Paragraph 4

national authority (including judicial authorities) against decisions made or informed by artificial
intelligence systems affecting a subject’s human rights legal rights and interests.

Paragraph 5

4-5. Parties shall ensure that any person has the right to know that one is interacting with an artificial
intelligence system rather than with a human and;, ~shall provide for the option

Iways apply wh the decision - whether it is taken by
the Al system or aided by the latter on any level - affects
h rights and freed, Therefore, the qualifier
"substantially” should be removed.

Commented [C237]: As already explained above, we
believe that it is always appropriate to have such obligation,
whereas there may be different levels of appropriate
implementation/detailing of the obligation, depending on
context and situations.

Commented [C238]: It is crucial to explicitly include the

right to an effective remedy, (including before judicial

authorities) rather than a vague "possibility of challenging

decision(s)." This was also explicitly recommended by the

"Potential Elements" document (para 34). Furthermore, if

not directly here in the text, the Explanatory Memorandul{?
—

of interacting with a human in addition to or instead of an artificial intelligence system.

47

Commented [C239]: We believe that as a mini the
alternative of a human "in addition to" an Al system - for
le, to explain/review its decision - is always

appropriate and therefore should always be granted.
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Paragraph 6

5-6.The exercise of the rights set out in paragraphs 1 to 4, including the grounds on which they may
be exercised, shall be governed by domestic law_in accordance with the relevant international and
Council of Europe standards on human rights rule bﬂlaw and democracy.

Article 8 — Restrictions

Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4 may be provided for by
law where necessary and proportionate in a democratic society in |the interests of national security,
territorial integrity or public safety-er+the—economic—wel-being—ef-the—eountry, for the prevention of
disorder or crime, for the protection of health or morals, e+ for the protection of the rights and freedoms
of others_for preventing the disclosure of information received in confidence or for maintaining the

authority and impartiality of the '|udiciag.l

Commented [C240]: We believe that as a mini the
alternative of a human "in addition to" an Al system - for
le, to explain/review its decision - is always

appropriate and therefore should always be granted.

Commented [C241]: This part appears to be reproduced
from Article 8, ECHR = restrictions permitted to the right to
privacy and protection of family life. However, the rights
specifically outlined above are all different articulations of
the right to freedom of information/right to know, which in
Article 10, para 2, ECHR is subject to dlfferent restrlctlons

"prescribed by law and are y in a d y,
in the interests of national security, territorial integrity or
public safety, for the prevention of disorder or crime, for the
protection of health or morals, for the protection of the

P or nghls q’ others, for preventing the d:sclosure of

Article 11 — Risk and impact assessment

Paragraph 1

1. Without Iaayl-prejudice to already existing relevant national and international legal instruments,

information r din fid or for mai the
authority and impartiality of the judiciary." In other parts of
the Convention, where the right to privacy/data protection is
outlined, then the relevant specific restrictions (such as
"economic well-being of the country") as per Article 8, ECHR
should be included, but not here.

and tegardlesgl irrespactive—of whether the respective activities are undertaken by public or

private actors, Parties undertake to adopt a methodology applicable to the design, development
and application of artificial intelligence systems, for identifying, analysing and evaluating risk and
assessing impact of the design development lgnd application of artificial intelligence systems_as

Commented [C242]: Unnecessary qualifier

well for |mitigating| risks in relation to the enjoyment of human rights, the functioning of

democracy and the observance of rule of law. REsk and impact assessments shall be conducted

regularly throughout the life cycle of the artificial intelligence systems and their context-specific
deployment. The Parties shall impost an obligation to document keep records and publish

relevant findings of such assessments. |

Commented [C243]: We suggest replacing with a less
redundant term in the same sentence
(irrespective...respective).

Paragraph 2

2. The methodology shall be based on the [gtegs and criteria mede+set out in the Appendix to the

Commented [C244]: Even the type of design undertaken
can present risks to human nghts which will only be

amplified by its sub t il ation: e g., choosing

to design an algorithm-based system with biased

formulation of instructions (bias in design); selection of poor
quality database for initial training in order to finetune the{?

present Convention. It shall set out clear, concrete and objective criteria for identifying such
artificial intelligence systems or combinations of such systems that in view of their concrete
applications pose significant levels of risk to the enjoyment of human rights, the functioning of
democracy and the observance of the rule of law.

Paragraph 3

3. Each Party shall take appropriate measures, particularly in the field of training of national
supervisory authorities, artificial intelligence providers and artificial intelligence users, with a view
to ensuring that the relevant actors are capable of identifying, analysing and evaluating risk and

assessing impact of the lgesign, development and Fpplication of artificial intelligence systems in

Commented [C245]: It has to be clear in this text as well
that "risk/impact assessment"” includes identification of risk
mitigation measures and strategies.

Commented [C246]: The ref e to regul ts
throughout the system'’s lifecycle is in line with what is
required in Article 5, para 5 above and in Article 15, para e.
below. It is also in line with Recommendation

CM/Rec(2020)1 of the Committee of Ministers to member[?

Commented [C247]: Which model? The previous model
developed by ADA Lovelace Institute had already been
discussed as presenting several methodological
shortcomings - let alone having been developed without
d multi-stakeholder consultations ahead of its [—
—

relation to the enjoyment of human rights, the functioning of democracy and the observance of
rule of law, in accordance with the present methodology.

Commented [C248]: Consistently with what suggested
above (Even the type of design undertaken can sometimes
present risks to human rights).
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Article 12 — Measures in respect of artificial intelligence systems posing

big-n-i-ﬁcantl-lmls—ef—rist

Paragraph 1

1. Parties shall -n dan = Il' wo-provide by law for the imposition on artificial

with thaicld
{

intelligence providers and deployers ssess-of an obligation to apply all necessary preventive and
mitigating measures to an artificial intelligence system_that deemed-in accordance with the
methodology referred to in Article 11, paragraph 2, te—presents isks| of
interfering with the enjoyment of human rlghts, the functioning of democracy and the observance
of the rule of law, s well as to document and keep the records of

the respective process.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 1

1. Pames shall, mem&damw&h—&heu—deme;&e*am{-estabhsh provide by law the imposition of fer

pocibiity ‘L gi-a full or partial moratorium or ban in respect of artificial intelligence

( Commented [C249]: The reference to "significant levels”

should be removed: the level of preventive/mitigating
measures will be proportionate to the level of risk, but even
in case of low risk, providers and deployers should have an
obligation to apply all necessary and relevant measures. The
proportionality of the burden of the obligation is ensured by
the different level of risk identified.

Commented [C250]: This terminology is confusing, as it

lies there is already di stic law covering this, which
may not be the case. If the law is not there already, the
countries should adopt one to establish this obligation, in
accordance with this Convention.

Commented [C251] As explained in a comment above,
the level of pi /mitigating es will be
proportionate to the level of risk, but even in case of low
risk, providers and deployers should have an obligation to
apply all necessary and relevant measures. The
proportionality of the burden of the obligation is ensured by
the different level of risk identified.

Commented [C252]: This is repetitive/superfluous, since
"mitigating measures"” is already said at the beginning of the

systems, which i |n accordance with the aforesaid methodology and in view of the measures set
out in Article 15 (a) to (e) are-deemed-te-present unacceptable levels of risk of interfering with
the enjoyment of human rights, the functioning of democracy, and the observance of the rule of
law. A moratorium or ban should, however, only be considered, where on an objective basis an
unacceptable risk to human rights, democracy or the rule of law has been identified and, after
careful examination, there are no other measures available for mitigating that risk_also given the

e.

Commented [C253]: Same comment as above: this
terminology is confusing, as it implies there is already
domestic law covering this, which may not be the case. If the
law is not there already, the countries should adopt one to

specific sphere of application of the system|

Paragraph 2

2. Parties shall, ia—aeeo&daaee—bni&h}-&tek—domesﬁe—bw,—establish appropriate and independent

review procedures in order to enable the addition| or reversal of a moratorium or ban_provided
that relevant risks are sufficiently reduced or appropriate mitigation measures become available.

Article 14 - Prohibited artificial intelligence practices

Paragraph 1

1. the placing on the market putting into service or luse of artificial intelligence systems_that claim
to by-pubke—euﬂaeﬂﬂes—cﬁmg—beemetﬂes—te-ldentlfy categorlse or infer emotions, oglnlons and

mental states ofllnd iduals{ from physical

with the exception of well-specified cases, namely for health or research purposes, with
appropriate safeguards in place and always subject to all other data protection conditions and

blish this obli in accordance with this Conventiq

Commented [C254]: This part does not clarify what
"provide for the possibility of imposing™ means in practice:
will the national law immediately list specific Al systems
subject to bans/moratoria or will it establish a (more ﬂexil{?

Commented [C255]: This additional specification was
made in the "Possible Elements” document.

Commented [C256]: Same comment as above: this
terminology is confusing, as it implies there is already
domestic law covering this, which may not be the case. Ifq

Commented [C257]: A flexible mechanism should include
both the possibility of adding bans/moratoria and the
possibility of removing them, without necessarily having to
pass primary legislation to add or remove them.

Commented [C258]: Not just the use/deployment of such
systems

limitations;

49

Commented [C259]: This provision is not clearly
formulated: e_g., it excludes private sector acting on behalf

of public authorities; it implies that only emotion recognition
inferred by use of bi ble risks, r

trics p ts unacc
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categorise individuals in publicly accessible spaces on the basis of biometric data or of special
categories of personal data, protected characteristics or gender identity;

Commented [C260]: Not just the use/deployment of such
systems

3. _the |placing on the market, putting into service or lise of artificial intelligence systems that use _—| Commented [C261]: Not just the use/deployment of such

data about individuals’ bodies to make inferences about personal traits such as personality
character political and religious beliefs (“Al physiognomy”);

systems

Commented [C262]: Not just the use/deployment of such
4. the placing on the market putting into service or use of Al systems by law enforcement and SRS

criminal justice authorities to make predictions profiles or risk assessments for the purpose of

predicting crimes;

——The|placing on the market putting into service or Eése of Al systems for immigration

enforcement purposes to profile or risk-assess natural persons or groups in a manner that
restricts the right to seek asylum and / or prejudices the fairness of migration procedures. |

Paragraph 2

25.the blacing on the market putting into service or luse of artificial intelligence systems by public
authorities or on their behalf for the seeiet scoring, evaluation or klassification|of natural persons
or groups, based on criteria such as their education, employment, housing, socio-economic
situation, health, reliability, social behaviour, location or movements, where the score or
assessment leads to_te-determi to tiah ices leading-eitherto-(a) detrimental or
unfavourable treatment- affecting the fundamental rights of certain natural persons or whole
groups in social contexts which are unrelated to the contexts in which the data was originally
generated or collected, or (b) detrimental or unfavourable treatment of certain natural persons
or whole groups that is unjustified or disproportionate to their social behaviour or to its gravity;
or c) treatment of certain natural persons or whole groups amounting to an unnecessary or

( Commented [C263]: Not just the use/deployment of such
systems

Commented [C264]: We propose to add these categories
as well, recently included in the EP LIBE-JURI Committees’
draft Report with proposed amendments to the draft Al Act.

Commented [C265]: Not just the use/deployment of such
systems

Commented [C266]: The scope of "social scoring” should
be better detailed out and clarified: the original definition in
this draft text is copied from the draft Al Act and what the
European Commission wanted to ban appears to be only the
dystopian, "China-style”, social scoring, while we argue that
the ban should also include systems that actually exist
already when their deployment is incompatible with
fundamental rights, e.g. Al systems like Syri (see the Dutch
case of fraud detection). Therefore, we propose this more
articulated definition.

disproportionate

Paragraph 3

3. any other placing on the market putting into service or luse of artificial intelligence systems by
; #ies for sueh purposes that s are not compatible with core values of democratic
societies, do not pursue a legitimate aim and are not necessary in a democratic society.

\Article 15— Measures in respect of artificial intelligence systems and

Commented [C267]: Not just the use/deployment of such
systems

Commented [C268]: This concluding clause should
capture all remaining Al systems incompatible with such
rights, regardless of the public/private nature of the
provider, deployer, etc.

Commented [C269]: We find it odd that Article 13 and
Article 15 - whose heading only differs for the addition of

combinations of such systems posing eigniﬁeam-hevele}of-riskg

Paragraph a

a. minimizing and, : preventing any unlawful harm or damage to
human rights, fundamental freedoms, legal rights and interests of natural or legal
persons, democratic institutions and processes, the administration of justice, public

50

"combinations of such sy " - are detached and
separated in-between by Article 14 on "Prohibited artificial
intelligence practices”. We propose to change the order

(Article 15 becoming 14 and current Article 14 becoming 15).

Commented [C270]: Same comment as per heading
above.

Commented [C271]: This caveat is implicit in the use of
"aimed at", which stresses the objective rather than the
actual outcome. Therefore, we propose to remove it withc'
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health and the environment, which could result from the imepprepsate=application of
artificial intelligence systems;

Paragraph b

b. preserving individual freedom, human dignity and autonomy and in particular the ability
to reach informed decisions free from undue influence, manipulation or detrimental
effects which adversely affect the right to freedom of expression and assembly,
democratic participation and the exercise of other relevant human rights and
fundamental freedoms_ which could resulting from the inappropsat !_r,,-lirationli/
artificial intelligence systems;

Paragraph c

Paragraph d

d. ensuring that tesearch design, development and application of artificial intelligence
systems do not compromise the principle of equality before the law, including gender
equality and rights related to discriminated groups and people in vulnerable situations in
so far as they are used to inform or iake generate outputs such as predictions,
recommendations or decisions affecting human rights and fundamental freedoms, legal

Commented [C272]: The wording "inappropriate
application™ suggests that there must be some fault or
malice in how the system is applied, but risks could also
result from "appropriate” (meaning "correct”) application of
the system and it's actually the system itself that is harmful
and based on harmful assumptions (e.g., in-built bias).
Therefore, this qualifier should be removed.

Commented [C273]: We propose to move (with
amendments) this paragraph further down in a new article
titled "Public Debate", as also recommended by the CAHAI in
its "Possible Elements" document (see proposed new
Article18).

Commented [C274]: Some of these rights may be
compromised already at research level (e.g., real case of
research trying to identify and single out LGBT people from
their facial traits:

https://www.zmescience com/science/news-
science/controversial-homosexual-ai-study-0432423/

rights and interests of natural or legal persons;

Paragraph e

e. ensuring that the rights to privacy and to personal data protection are adequately
respected during research Hesign, development and application of artificial intelligence
systems throughout their lifecycle in both public and private sectors, notably through
additional safeguards for special categories of data such as medical data.

Article 16— |Committeensultation of the Parties|

1. A Committee of Parties shall be set up within one year after the entry into force of this
Convention.

2. Each Party shall appoint a representative to the committee and a deputy representative from the
national supervisory authorities or from the government. Any member State of the Council of

Commented [C275]: These rights should be respected
even during research.

[ Commented [C276]: The CAHAI "Possible Elements" (XI,

44) specifically referred to "provisions on the blisk t

of a “committee of the parties” to support the

impl ion of the instr In this regard, the CAHAI
ferred to the standard provisions used in other Council of

Europe legally binding instruments, which may, if and as
necessary, be amended to better suit the purposes of the
present legally binding instrument.” We therefore

rec d drawing inspiration from the more solid
"Committee of Parties” mechanism of CoE C ion 108+
rather than from the "Cs Itation of Parties" mechanism of

other instruments.
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Europe which is not a Party to the Convention shall have the right to be represented on the
committee by an observer.

3. The Convention Committee may/shall regularly invite external experts, in particular experts from
independent national human rights authorities such as NHRIs, Al researchers and developers, and
observers to attend its meetings and hold appropriate consultations with relevant stakeholders
and ensure appropriate participation

4. The Committee of Parties shall consult periodically with a view to:
Partiesshalt ! rodicativar B .

f. making proposals to facilitate or improve the effective use and implementation of this
Convention, including the identification of any problems and the effects of any
declaration made under this Convention;

g. making proposals for the amendment of this Convention in accordance with Article 20;

h. formulating their opinion on any proposal for the amendment of this Convention which
is referred to them in accordance with Article 20, paragraph 3;

i. examining and revising, as necessary and in accordance with the procedure prescribed in
Article 21, the methodology for risk and impact assessment of artificial intelligence
systems contained in the Appendix to this Convention;

j-__expressing an opinion on any question concerning the interpretation and application of
this Convention and facilitating the exchange of information on significant legal, policy or

technological developments.

k. evaluating, at the request of a State or an international organisation, whether |theJIevel of

protection_to _human_rights democracy and rule of law the former provides is_in
compliance with the provisions of this Convention and where necessary recommend
measures to be taken to reach such compliance

4-5.The Committee €ensuitation—of the Parties shall be convened by the Secretary General of the
Council of Europe after the whenever (s)he finds it necessary and in any case when one third of
the representatives a—majerity—of the Parties or the. Committee of Ministers request its
convocation.

4.6. Parties shall be assisted by the Secretariat of the Council of Europe in carrying out their functions
pursuant to this article.

5-7.A contracting Party which is not a member of the Council of Europe shall contribute to the

financing of the Consultation of the Parties in a manner to be decided by the Committee of
Ministers upon consultation of that Party.
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Commented [C277]: still in line with the mechanism of
Convention 108+, like all amendments suggested below as
well.
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Article 18 Public debate]
1. Parties shall ensure that the fundamental guestions raised by the research design development id

Commented [C278]: As already recommended in the
"Possible Elements" document by CAHAI, we believe it is
"useful to include a provision calling for Parties to promote
based public deliberations on and inclusive

2.

and implementation of artificial intelligence systems are the subject of appropriate public

discussion in the light _in particular of their implications for human rights rule of law and

democracy_and that their possible application is always made the subject of appropriate
meaningful and inclusive consultation.

Parties shall ensure that all interested parties, groups and individuals enjoy equal and fair access

to public debate and inclusive democratic processes taking in particular due account of the
relevant implications of the technological developments in the area of artificial intelligence and
the role of public and private entities that help shape the public debate in their respective
jurisdictions.

Article 198 — National supervisory authorities

1. Parties shall establish or designate national supervisory authorities tasked, in particular, with

2. Parties shalk; #

overseeing and supervising compliance with the requirements of the risk and impact assessment
of artificial intelligence systems in accordance with Article 11 and 12.

—provide by law for efficient procedures for

engagement with this topic. Inspiration for the wording of
such a provision may be found in Article 28 of the
Convention for the Protection of Human Rights and Dignity
of the Human Being with regard to the Application of Biology
and Medicine (CETS No 164). Drawing on that article, we
propose the following formulation.

the imposition of a moratorium or a ban on design, development and application of an artificial
intelligence system in accordance with Articles 13 and 14.

3. Parties shall ensure the national supervisory authorities have sufficient resources and properly

trained personnel to carry out their activities.

4. The national supervisory authorities shall be independent and impartial in the exercise of their

duties.

authorities equality bodies national human rights institutions universities standard-setting

organisations, operators of services, developers of algorithmic systems and _civil society
organisations in various fields, such as, particularly, those engaged in defending human rights.

Article 218 — Amendments

Paragraph 1

Amendments to this Convention may be proposed by any Party, the Committee of Ministers of
the Council of Europe or the lCommitte ien of the Parties.

Commented [C279]: It does not necessarily have to be in
accordance with existi ional legislation: if the law is not
there already, they should adopt one to establish this
obligation, in accordance with this Convention.

Commented [C280]: L as per Rec
CM/Rec(2020)1 of the Ci ittee of Ministers to b
States on the human rights impacts of algorithmic systems -
Obligations of States with respect to the protection and
promotion of human rights and fundamental freedoms in
the context of algorithmic (para 1.4: Insti |
Frameworks).

Paragraph 2

Any proposal for amendment shall be communicated by the Secretary General of the Council of
Europe to the Parties.
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Commented [C281]: In line with preferred follow up
mechanism. Same below.
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Paragraph 3

3. Moreover, any amendment proposed by a Party, or the Committee of Ministers, shall be
communicated to the Committeensultation of the Parties, which shall submit to the Committee
of Ministers its opinion on the proposed amendment.

Paragraph 4

4. The Committee of Ministers shall consider the proposed amendment and any opinion submitted
by the Committeensultation of the Parties and may approve the amendment.

Article 221 — Revision of the Appendix

1. The methodology for risk and impact assessment of artificial intelligence systems contained in the
Appendix shall be regularly examined by the Committeensultation of the Parties and, as
necessary, revised, as provided for in Article 16 , paragraph 1, d.

2. The Committeensuitatien of the Parties may adopt any revision to the methodology for risk and
impact assessment of artificial intelligence systems contained in the Appendix by unanimity and
shall communicate such revision to the Secretary General of the Council of Europe.

Article 232 — Dispute settlement

In the event of a dispute between Parties as to the interpretation or application of this Convention which
cannot be resolved by the Committeeasultation of the Parties, as provided for in Article 16 , paragraph 1,
e, they shall seek a settlement of the dispute through negotiation or any other peaceful means of their
choice, including submission of the dispute to an arbitral tribunal whose decisions shall be binding upon
the Parties to the dispute, or to the International Court of Justice, as agreed upon by the Parties
concerned.

European Network of National Human Rights Institutions (ENNHRI)

Preamble

Concerned by the risk that eertainwses—ef~some artificial intelligence systems_or certain uses of such
kystems|alse-have the potential for unduly interfering with the exercise of human rights and fundamental

freedoms, undermining democracy and violating the rule of law through such harmful practices and
effects as, for instance, unrestricted mass surveillance, information distortion, automated recognition of
emotions health predictions pessible-unlawduldiscrimination, the-general weakening of human agency,

unlawful electoral interference and digital exclusion, causingﬁndividual‘ societal and collective barm?

Concerned by the risk that some artificial intelligence systems or certain uses of such systems| replicate

and reinforce pre-existing biases_exacerbate inequality digital divides exclusion _deepening existing and

new divides and inequalities in the world, within and between countries;
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Commented [C282]: ENNHRI proposes to amend this
consideration in line with article 13 and 14 of this
Convention. The Convention provides for fully or partial
moratoria or bans of certain Al systems, the artificial
intelligence system itself can thus pose the risk.

Commented [C283]: ENNHRI pr to add "individual
societal and collective harm® in line with the scope of
application of this Convention, UNESCO Recommendation on
the Ethics of Artificial Intelligence & Ethics Guidelines for
Trustworthy Al. The use of Al-systems can cause societal
harm, which can be distinguished from—and which can
transcend—individual harm and collective harm. Certain Al
systems or uses of such systems risk harming the democratic
process, eroding the rule of law or exacerbating inequality,
thus going beyond the concern of (the sum of) individuals
but affects society at large (N. Smuha 2021). See also

I; point 3 5 European Artificial

-

Y
Intelligence Act.

Commented [C284]: ENNHRI proposes to add this
paragraph in line with Recommendation CM/Rec(2020)1 of
the Committee of Ministers to member States on the human
rights impacts of algorithmic systems (A.5), and UNESCO's
Recommendation on the Ethics of Artificial Intelligence
(24.11.2021). Drawing on both texts, we propose the
following formulation.
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Conscious of the fact that human rights, social justice _democracy and the rule of law are inherently
interwoven and convinced of the need to establish, as a matter of priority, a common legal framework

ensuring full respect of ishirg—fundamental principles and rules governing kesearch design,

development, and application of artificial intelligence systems which would effectively preserve the

shared common values and at the same time be conducive to innovation;

Welcoming efforts undertaken by other international and supranational Organisations and fora, most
notably the European Union, the United Nations Human Rights Council and UNESCO which further
advance international understanding and cooperation in this area;

Mindful of the L‘leed to ensure e—preperbelanee—consistency between—+espeetbetween the prevalent _—

respect for human rights as enshrined in the 1950 Council of Europe Convention for the Protection of

Human Rights and Fundamental Freedoms and its protocols, the 1966 United Nations International
Covenant on Civil and Political Rights and other applicable international human rights treaties and various

Commented [C285]: ENNHRI proposes to delete this word
since the fundamental principles referred to are already

q " Fchad

pr

Commented [C286]: ENNHRI request to include research
in accordance with article 5 of this Convention and in line
with the CoE Convention on Human Rights and Biomedicine.

Commented [C287]: ENNHRI requests a proper balance’
to be replaced by 'consistency’, whilst underlining the
prevalent need to ensure respect for Human Rights. The
Convention can only complement and refine Human Rights

economic,_social or public health policy, security and other interests in the development and use of
artificial intelligence;

Becognising the central role of private sector in the fields of artificial Intelligence, human rights,
democracy and the rule of law and convinced of the need of a process of human rights due diligence in

line with the responsibility of business to respect human rights as laid out in the UN Guiding Principles on

Business and Human Rights;

Article 1 — Purpose and object
Paragraph 1

1. This Convention establishes certain fundamental principles and rules aimed at ensuring that
researcﬂ design, development and application of artificial intelligence systems are is fully
consistent with respect for human rights, the functioning of democracy and the observance of rule
of law.

obligations, it can not undermine standing obligations.

Commented [C288]: ENNHRI proposes to add this
paragraph to ensure policy coherence. This need for policy
coherence is particularly relevant given the numerous recent
and ongoing regulatory and policy initiatives at the European
level which aim to ensure that Al systems are safe and
respect the existing laws on fundamental rights through
processes aligned with human rights due diligence.

Commented [C289]: ENNHRI request to include research
in accordance with article 5 of this Convention and in line
with the CoE Convention on Human Rights and Biomedicine.

Paragraph 3
I
i

3 ) to-—aRoL tati £

this-C.
T

of-its by itc Rartk
Lt Y

tablichac o foll

Article 2 — Definitions

b. l”lifecycle" }neans all phases of existence of an artificial intelligence system including (i)
i model building; (ii

lanning and design, data collection and and ;
verification and validation; (iii) deployment; (iv) operation and monitoring; and (v) end of life;

conception

Commented [C290]: ENNHRI proposes to delete
paragraph 3, in line with the common wording of 'purpose
and object’ pr of CoE ¢ and to detail the
scope of work of the follow-up mechanisms in the dedicated
articles (below)

Commented [C291]: ENNHRI recommends using the
definition already formulated by the CoE Commissioner for
Human Rights in her Rec dati ing AI",
supplemented with the word conception.

“Unb

Paragraph b
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b. “artificial intelligence provider” means any natural or legal person, public authority or other
body that develops an artificial intelligence system or that has an artificial intelligence system

developed with a view to hlacing it in the market butting it into service/commissioning it;

Paragraph c

c. “artificial intelligence L&seﬁdegloyer" beans any natural or legal person, public authority or

other body using an artificial intelligence system in their own name or under their authority;

Paragraph d

d. “artificial intelligence subject” means any natural or legal person whose human rights and
fundamental freedoms, legal rights or interests are impacted by| outputs such as decisions_

recommendation _or_predictions }nade or ; nformed by the application of an

Commented [C292]: ENNHRI recommends including these
words to avoid legal gaps. The current drat Al Act of the
European Union (hereafter AIA), clarifies that "putting into
service” only defines the supply of an Al system for first use
directly to the user or for own use for its intended purpose,
whereas a private company, e.g., may be designing an Al
system and just place it/make it available on the market for
anyone to purchase it. Thus, not including this wording will
create legal gaps.

artificial intelligence system.

Article 3 — Principle of non-discrimination

3.1. The implementation of the provisions of this Convention by the Parties shall be secured without

discrimination on any ground ﬂhether actual associated with or perceived Isuch as sex, gender, sexual

Commented [C293]: ENNHRI recommends to replace the
term user by the term deployer. The term user causes
confusion because of its strong connotation with
individuals/ s, as d rated in the ongoing AIA
negotiations. This proposition is in in line with proposed
amendment 132.

Commented [C294]: ENNHRI recommends to specify the
impact referred to in accordance with the definition of an Al
system in the CoE HRC Recommendation on Unboxing
Artificial Intelligence:10 steps to protect Human Rights.

orientation, race, colour, language, age, religion, political or any other opinion, national or social origin,
asseciationwith-a national minority, property, birth, state of health, disability or other status, or based on
a combination of one or more of these grounds_including when discrimination occurs as a unigue result

Commented [C295]: ENNHRI recommends to delete this
word, since there is no qualifier included in the definition the
term substantially could cause interpretative problems and
legal uncertainty.

of the intersection of these grounds.

3.2 Each Party shall ensure that the measures it takes in_its domestic legislation to give effect to the
principles rules and rights set out in this Convention have due regard to the need to promote full and

effective equality of all persons.

Article 4 — Scope
Paragraph 1

1. Parties undertake to apply this Convention to research design, development and application of
artificial intelligence systems developed deployed or used in the territory of each pa hroughout
their lifecycle, regardless of whether these activities are undertaken by public or private actors.

Paragraph 2

intalligen + e e Efm et e LA |
T Lad L (!

Commented [C296]: ENNHRI recommends to move the
words "association with’ to the beginning of the list in line
with ECtHR and CJEU jurisprudence (ECtHR, Guberina v.
Croatia, No. 23682/13, 22 March 2016, ECtHR, Skorjanec v.
Croatia, 25536/14, 28 March 2017, ECtHR, Weller v.
Hungary, No. 44399/05, 31 March 2009, CJEU, S. Coleman v.
Attridge Law and Steve Law).

The current wording of the article is unclear and might cause
legal uncertainty. Moreover this wording is not in line with
existing standards as association with other gounds then
national minority might equally give rise to discrimination.
ENNHRI also equally recommends to add the word perceived
in accordance with ECtHR jurisprudence (Sejdic and Finci v[—

Commented [C297]: ENNHRI proposes to add these words
in line with the formulation of article 1 of the 108
Convention, to ensure that the Convention will apply to:

- providers placing on the market or putting into service Al
systems in countries that ratified the Convention,

Article 5 —Research dBesign, Hevelopment and application of artificial

Commented [C298]: ENNRHRI request deleting these
words in line with the common wording of "Scope’ provisions
of CoE conventions (ECHR, Convention on Cybercrime,
Convention 108+).

ENNRI is concerned that this wording could exclude dual-
purposes Al. Although the convention provides for risk [:

intelligence systems
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Commented [C299]: ENNHRI proposes to include
‘research’ in line with previous comment.
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Paragraph 1

ensure that any research, design, development and application of artificial intelligence systems or
combinations of such systems is compatible with core values of democratic societies. In particular,
Parties shall ensure that such research, design, development and application ere reteimed-et do
not result in_undermining or curtailing fundamental rights and freedoms, the functioning of
democracy or the observance of rule of law;

Paragraph 2

ensure that any research, design, development and application of artificial intelligence systems or
combinations of such systems is grounded in the principle of sustainability and solidarity and the
need to protect the environment;

Paragraph 3

ensure that_any —fresearch| data collectlon deS|gn, development and application of artificial
intelligence systems jis full i
of equality, including gender equality and rights related to discriminated groups and people in

vulnerable situations, whilst ensuringi the right to reasonable accommodation for persons with
disabilities-l

Commented [C300]: ENNHRI proposes to include
‘research’ in line with previous comment.

Commented [C301]: ENNHRI proposes to add these words
in line with previous comments.

Paragraph 4

ensure that privacy of individuals is protected including through applicable rights to privacy,
personal data protectionard -data governance IawsJ-bnd standards and that data protection

[ Commented [C302]: ENNHRI proposes to add the

following words in line with the obligation to provide
reasonable accomodation for persons with disabilities as laid
out in articles 2, 13 and 14 of the United Nations Convention
on the Rights of Persons with Disabilities (CRPD) and ECtHR
jurisprudence (e.g. Enver Sahin v. Turkey, 2018 § 60; Cam v.
Turkey, 2016, §65).

The prohibition of discrimination requires more than a mere
refraining from unequal treatment. This is particularly
evident with regard to disability, since refusing to provide

r ble acc dation constitutes a sui generis form of
discrimination (CRPD). A d sy that do not take
into account the obligation of r ble acc dati
could be considered prima facie discriminatory, regardless of

principles and rules are applied in respect oflgny research Hesign, development and application of

artificial intelligence systems and that appropriate guarantees and safeguards have been put in
place for data subjects;

Paragraph 6

ensure that, where—appropriate, ropriate and hdequate oversight mechanisms_involving all
relevant national authorities such as, National Human Rights Structures, data protection,

hether acc dation is d by virtue of the shift
in the burden of proof. The need for particular attention for
persons with disabilities is rec ized by | proposed
AIA amendments: they specifically consider the situation of
people with disabilities in the case of high-risk Al systems.

Commented [C303]: ENNHRI recommends to add privacy
rights in accordance with article 15, e. of the Convention.

consumer protection_competition authorities and others_-as well as transparency and auditability
requirements tailored to the specific risks arising from the context in which the artificial

intelligence system is designed, developed and applied are in place;

Paragraph 7

|with| a view to encouraging research and fostering innovation, ensure that & controlled regulatory

Commented [C304]: ENNHRI proposes to include
‘research’ in line with previous comment.

environments for testing artificial intelligence systems is—eve#able—for artificial intelligence
providers and users comply with human rights, rule of law and democracy and reside under the

supervision of their competent authorities_in consultation with independent national supervisory
authority and other independent National Human Rights Structures; -Structures;

Paragraph 8
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Commented [C305]: ENNHRI proposes to replace 'where
appropriate’ by "appropriate and' since oversight
mechanisms, transparency and auditable mechanisms are
always appropriate in varying degree. It is the level of
oversight, transparency and auditability that is tailored to
the concrete situation conform article 11-12 of this
Convention.

Commented [C306]: ENNHRI proposes this amendment
with a view to ensure compliance with human rights,
democracy and rule of law and to ensure independent
monitoring
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8. ensure that adequate safety, security, data quality, data integrity, data security, cybersecurity and

robustness requirements are in place regarding [:_anv research Idesign, development and Commented [C307]: ENNHRI proposes to include
application of artificial intelligence systems; ‘research’ in line with previous comment.
Paragraph 9

9. strive-te-ensure that fundamental questions raised by the tesearch Hesign, development and Commented [C308]: ENNHRI requests to include

.. I . . " S " ‘research’ in line with previous comment.
application of artificial intelligence systems are the subject of appropriate public discussion and

multi-stakeholder consultation in the light, in particular, of relevant social, economic, ethical and

legal implications; Commented [C309]: ENNHRI requests to include

ingful multi-stakeholder c Itation in line with
existing standards and CoE rec dati
Paragraph 10 - Recommendation CM/Rec(2020)1 of the Committee of

Ministers to member States on the human rights impacts of

10. encourage and promote beaningful multi-stakeholder and multi-disciplinary consultation and algorithmic systems (preamble 5. and 9, B. 4.4 and 5.2, C.4.5)

discussion_(digital literacy and digital skills for all segments of the population. g CAHAI's Possible elements of allegal framework on artificial
intelligence §25 and §59;

- by Council of Europe Commissioner for Human Rights,

. o . . . ‘Unboxi rtificial i 2
Article 6 — Additional requirements for the setting-up of big data End for the ,::;h;f'("sfeﬁ % inieligence: 10 steps o profect Humen
design, development and application of artificial intelligence systems in the ~the AlA
public sector

Commented [C310]: ENNHRI recommends to include 'the
Bearing in mind the increased risks posed to human rights, social justice_democracy and the rule of law :?:f;:::nbﬁ:z: might in ftself undermine human rights
by the application of artificial intelligence systems or combinations of such systems in the public sector and fundamental freedoms. Without prejudice to applicable
existing laws and standards, it is necessary to include the
setting-up of big data to ensure meaningful human rights
protection.

The setting-up of big data can entail obvious risks to human
rights, democracy and rule of law.

and the need to ensure proper accountability, responsibility and legal liability in relation to the application
of such systems, Parties shall:

1. ensure that the Hesign deployment and application of artificial intelligence systems in the public The collection of data is also mentioned in the definition of
sector do not undermine human rights and fundamental freedoms, legal rights and interests lifecycle in the CoE C issioner on HR's rec dation
which may be guaranteed under the laws of any Party or under any other agreement to which it o
is a Party and respect the principle of the rule of law. Commented [C311]: ENNHRI proposes to include "design’

to ensure meaningful protection.

It is well established that the design of Al system may
undermine human rights and fundamental freedoms before
the system's concrete deployment and application (e.g.,
systems designed with in-built bias).

2. Ensuring that the collection of data and the setting-up of big data is fully compliant with Existing
rsonal data protection data governance laws privacy rights and standards

2—Ensure that the deployment and application of artificial intelligence systems in the public sector Commented [C312]: ENNHRI proposes to add this

have an appropriate legal basis and that a careful preliminary consideration of the necessity and paragraph in line with article 5.4 and 15, d of this
proportionality of the use of such system is carried out in view of the context of the deployment. Convention. Without prejudice to existing applicable laws
Necessity and proportionality shall be subject to periodic monitoring throughout its lifecycle and and standards it should be reminded that data collection in

the context of Al might pose particular consequences and
therefore particular adherence to general principles of data
protection law and privacy rights is warranted. See also

throughout their context-specific deployment.

3. Ensure compliance with the standards set out in this article insofar as any private entity acting on previous comment.
their—behalf Iof a public authority or institution, including any form of public procurement, js
concerned.

Commented [C313]: ENNHRI proposes to add these words
to avoid ambiguities in line with Recommendation

4. Ensure that all relevant artificial intelligence users receive appropriate training in operating any CM/Rec(2020)1 of the C ittee of Ministers to b
artificial intelligence systems demployed as well as on the respective limitations of such systems. Statess ;" the human rights impacts of algorithmic systems
eg. 5.2.
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Article r7 — Rights and pRrocedural kafeguards

1. Parties shaII ensure that —wh pproprate~the usage of an artificial intelligence system is duly

ecorded and communlcated to the artificial intelligence subjects concerned

2. _|Parties shall also grant any natural or legal person Irheexercisesf the right of meaningful access

to the relevant records, including the grounds on which it may be exercised_This right shall be
governed by domestic law_in_accordance with the relevant international standards on access to

Commented [C314]: ENNHRI proposes to these words as
this article does not only list procedural safeguards but also

acknowledges specific rights, as explicitly indicated in para 5
below.

\

Commented [C315]: ENNHRI proposes to replace 'where

appropriate’ by "appropriate and' as the type of recording
and communication should be appropriate/tailored to the
situations, but they are always appropriate as a minimum.

information including but not limited to Art.19 ICCPR The Convention for the Protection of

Individuals with regard to Automatic Processing of Personal Data (CETS No. 108) and its protocols,
CoE CoM Recommendation 2021(1) art.8 Regulation (EU) 2016/679 on the protection of natural

persons with regard to the processing of personal data and the free movement of such data.

4-3. National Human Rights Structure§ shall have the power to request and access any documentation

created or maintained under this Conventlon when access to that documentatlon is necessary for

lead to investigation under article 19 of this Convention;

2-4. Parties shall also ensure that in cases where_an artificial intelligence system substantieliy-informs
or takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests,
the artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process. In addition_the artificial intelligence subject
should be informed about -and-that-there-is—a the right to, meanin&ul Euman review_by non-
automated means of such decisions_including being provided with accessible and practical
information on_how to exercise this right.

5. |Parties shall further ensure that in cases where an artificial intelligence system informs or takes
decision(s) affecting human rights and fundamental freedoms legal rights and interests the
artificial intelligence subject in guestion is informed about the results of the risk and impact
assessment of this system performed as a result of the obligations under this Convention. The

artificial intelligence subject shall have the right not to be subject to Al systems that pose risks
based on the outcomes of assessment under the Convention. |

6. Parties shall ensure that_,!' b pproprate+al t-appropriate kxplanations and justifications
are_always offered by the artificial intelligence provider and/or user in plain, understandable, and
coherent language and are tailored to the context_including meeting any relevant requirement
for accessibility. Such communication shall contain sufficient information in order to provide the
artificial intelligence subject in question with an effective possibility of challenging the decision(s)
affecting the subject’s human rights, legal rights and interests insofar as any use of artificial
intelligence technology is concerned.

7. Parties shall ensure that any natural or Iegal Qerson has the nght to an effectlve remedy before

informed by artificial intelligence systems affecting the subject’s human rights, legal rights and
interests including collective and societal harm. |

S
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Commented [C316]: ENNHRI proposes to add a second
Appendix to the C listing mini dards.
National Human Rights Structures should be provided with
all the necessary information to assess the compliance of the
Al sy with h rights. Minimal mandatory
requirements should for example entail clear and accessible
explanation about the purpose of the system and which are
the groups expected or intended to be impacted by the use
of the Al system. These two items of information would be
key to proving Al-enabled human rights violations. The AIA
can serve as inspiration for other minimum standards listed
inart.9,2.art. 10, 2. art. 12, 4. and art. 13, 3..

[ Commented [C317]: ENNHRI recommends to add these

words in line with the wording in line with Recommendation
CM/Rec(2020)1 of the C ittee of Ministers to b
States on the human rights impacts of algorithmic systems.
The recommendation states that collective redress
mechanisms should be available for “individuals, groups and
legal entities’.

( Commented [C318]: ENNHRI requests to add this

paragraph. In order to properly fulfill the obligations under
CoE relevant national structures should have access to
information for the fulfilment of their tasks in line with
Recommendation CM/Rec(2021)1 of the Committee of [—

Commemd [C319]: ENNHRI requests to add the words
ingful’ and 'by non- d means’ in line with the

existing ethical standards as set out in the EC

Ethics Guidelines for Trustworthv Al 2019, identifies ‘human

agency and oversight’ as one of the core principles of ethic[?

Commented [C320]: ENNHRI proposes to add this
paragraph in line with privacy and data protection rights,
most notably article 9 Convention 108+, the right to
explanation following from the combined reading art. 13 (2)f

A4 (2) gand art 15(1)h, art 22(3) GDPR).

Commented [C321]: ENNHRI proposes to replace 'where
appropriate’ by "appropriate and' in line with previous
arguments. It is always appropriate to have such obligation,
whereas there may be different levels of appropriate

Commented [C322]: ENNHRI requests to add this
paragraph in line with B 4.5, 4.6, C.4.3, 4.4 of the
Recommendation CM/Rec(2020)1 of the Committee of
Ministers to member States on the human rights impacts c[—
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&=8. Parties shall ensure that any person has the right to know that one is interacting with an artificial
intelligence system rather than with a human and; where-apprepriate; shall provide for the option
of interacting with a human in addition to or instead of an artificial intelligence system.

#9.The exercise of the rights set out in paragraphs 1 to 4, including the grounds on which they may

be exercised, shall be governed by domestic law_-|in accordance with the relevant international

and Council of Europe standards on human rights rule of law and democracy.|
Article 8 — Restrictions
Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4 may be provided for by

law where necessary and proportionate in a democratlc SOC|ety in the interests of national security,
territorial integrity or public safety or the prevention of

disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms
of others tor preventing the disclosure of information received in confidence or for maintaining the
authority and impartiality of the '|udiciag.l

Article 11 — Risk and impact assessment

1. Without aay—prejudice to already existing relevant national and international legal instruments,
and iespective—regardless of whether the respective activities are undertaken by public or
private actors, Parties undertake to adopt a methodology applicable to the design, development
and application of artificial intelligence systems, for identifying, analysing and evaluating risk and
assessing impact of the Eesign, development and Fpplication of artificial intelligence systems jas

well for mitigating risks kn relation to the enjoyment of human rights, the functioning of

democracy and the observance of rule of law. [The impact assessment shall involve periodic
monitoring throughout the entire life cycle and throughout their context-specific deploymen

d

The methodology shall be based on the jsteps and criteria med-el-lset out in the Appendix to the

present Convention. It shall set out clear, concrete and objective criteria for identifying such
artificial intelligence systems or combinations of such systems that in view of their concrete
applications pose sigaificant—different levels of risk to the enjoyment of human rights, the
functioning of democracy and the observance of the rule of law.

i'-—l. The methodology shall adopt a clear and sufficiently broad definition of risk, which takes into

account the individual, collective and societal levels of impact of artificial intelligence systems and
thereby, reflects the complex nature of the harm that these systems could pose to the enjoyment
of human rights, the functioning of democracy and the observance of rule of law. I

3. _Each Party shall take appropriate measures jin cooperation with national human rights structures;

particularly in the field of training of national supervisory authorities, artificial intelligence
providers_ end—artificial intelligence users_and artificial intelligence subjects with a view to
ensuring that the relevant actors are capable of identifying, analysing —erd—evaluating_and
understanding risk and assessing impact of the_@gn development and }application of artificial

J

intelligence systems in relation to the enjoyment of human rights hncluding the right to non-

Commented [C323]: ENNHRI proposes to add this words
in line with common wording of CoE Conventions.

Commented [C324]: ENNHRI requests to replace "the
economic well-being of the country” by "territorial integrity”
in line with restrictions articulated for article 10, para 2,
ECHR.

Whilst article 8 ECHR, restrictions permitted to right to
privacy and protection of family life, provides for restrictions
based on the economic well-being of the country we believe
it is not applicable in the case at hand. The rights specifically
outlined in this Convention are all different articulations of
the right to freedom of information/right to know, which in
Article 10, para 2, ECHR are subject to different restrictions:
"prescribed by law and are necessary in a democratic
society, in the interests of national security, territorial
integrity or public safety, for the prevention of disorder or
crime, for the protection of health or morals, for the
protection of the reputation or rights of others, for

Commented [C325]: ENNHRI proposes to add these words
in accordance with the restrictions listed in art. 10 ECHR, in
the same manner as previous comment.

Commented [C326]: ENNHRI requests to add these words
as the type of design can present risks to human rights,
whlch will only be amplrﬁed by its subsequent

ion:e.g., g to design al algorithm-based
system with biased formulation of instructions (bias in [—

Commented [C327]: ENNHRI requests to add these words
to avoid ambiguity, "risk/impact assessment” includes
identification of risk mitigation measures and strategies.

Commented [C328]: ENNHRI proposes to add this phrase.
The reference to long-term monitoring is mentioned in
chapter Il 'Fundamental principles’ of this Convention (Art.

5, 5) and under Chapter Ill 'Risk and Impact Assessment and
related measures’ in connection with personal data (Art. 1[—

Commented [C329]: ENNNHRI proposes to replace the
word 'model’ by the words "steps and criteria’ .

ENNHRI suggests that the model set out in the Appendix
reproduces the main steps/criteria for a HUDERIA as already

outlined in Chapter XIl of the "Possible Elements" [:
Commented [C330]: ENNHRI proposes to add this
paragraph. The classification of an Al system as high-risk that
for would be based exclusively on existing product safety

legislation (e.g. AIA) and accordingly, does not reflect the
unique nature of harm that results from fundamental righ“

Commented [C331]: ENNHRI requests to add this phrase
in line with Recommendation CM/Rec(2020)1 of the
Committee of Ministers to member States

on the human rights impacts of algorithmic systems also
refers to periodic assessments in B. 5.2. "States should

Commented [C332]: ENNHRI requests to add these words
in light of y with the provision above (art. 11.1).
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discrimination, hhe functioning of democracy and the observance of rule of law, in accordance

with the present methodology.

3-4.The methodology shall be aligned with human rights due diligence as set out in the UN Guiding
Principles on Business and Human Rights.

Article 12 — Measures in respect of artificial intelligence systems posing

bogmﬁeam-leveb-bf risks

Commented [C333]: ENNHRI proposes to add these words
in line with previous comments.

Parties shall -{m—eeeerdaﬁeeqm@h—then-deme&&elew—prowde by law for the imposition on artificial

intelligence providers and users of an obligation to apply all necessary preventive and mitigating
measures to an artificial intelligence system_that deesed-in accordance with the methodology
referred to in Article 11, paragraph 2, te-presents sigaificantlavels-afrisks of interfering with the
enjoyment of humanrights, }Ion»dlscrlmlnatlonI khe functioning of democracy and the observance

Commented [C334]: ENNHRI requests these words to be
deleted. The level of preventive/mitigating measures will be
proportionate to the level of risk, but even in case of low
risk, providers and users should have an obligation to apply
all necessary and relevant measures. The proportionality of
the burden of the obligation is ensured by the different level
of risk identified.

of the rule of law g+ s well as to document and keep the records of

the respective process.

1. Each Party shall also ensure that the relevant requirements in respect of such artificial intelligence
systems take into account the measures set out in Article 15 (a) to (e) and are proportionate to
the nature or gravity of the risk they pose to human rights_non-discrimination democracy and the
rule of law.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

1. Parties shall; stabllsh bv law the imposition of iraeeordanece-with-theirdemesticlawprovide

full or partial moratorium or ban in respect of artificial intelligence

Commented [C335]: ENNHRI proposes to replace 'in
accordance with their domestic law" with 'by law’. This is
consistent with the formulation of article 8 of the
Convention. Indeed, the measures do not necessarily have
to be in accordance with existing national legislation. If the
law is not yet existant, they should adopt one to establish
this obligation, in accordance with this Convention.

Commented [C336]: ENNHRI proposes to add these words
in line with previous comments.

Commented [C337]: ENNHRI proposes to delete these
words: "mitigating measures” is already mentioned at the
beginning of the sentence, thus rendering it superfluous.

systems, which in accordance with the aforesaid methodology and in view of the measures set
out in Article 15 (a) to (de) ere-deemed-te-present unacceptable levels of risk of interfering with
the enjoyment of human rights,_including the right to non-discrimination, the functioning of

democracy, eﬂdl-gkhe observance of the rule of law. A moratorium or ban should, however, only

Commented [C338]: ENNHRI proposes to replace 'in
accordance with their domestic law, provide for the
possibility of imposing' with "establish by law the imposition
of' in line with previous comment.

be considered, where on an objective basis an unacceptable risk to human rights, democracy or
the rule of law has been identified and, after careful examination, there are no other measures

available for mitigating that risk Iglso given the specific sphere of application of the system.

1. Parties shall,-lkhaseeﬁdenee-wkh-t-hek-demesﬁsmlestablish by law appropriate and independent

Commented [C339]: ENNHRI proposes to replace 'and’
with 'or’ in line with the next phrase of this article. It should
be clear that there should no cumulative risks to human
rights, functioning of democracy and the rule of law to
consider a moratorium or ban.

review procedures, which involve artificial intelligence subjects, in order to enable the reversal of
a moratorium or ban provided that relevant risks are sufficiently reduced, or appropriate
mitigation measures become available.

Article 14 — Prohibited artificial intelligence practices

The following artificial intelligence practices shall be banned:
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Commented [C340]: ENNHRI proposes to add these words
in line with the additional specification made in CAHAI's
"Possible Elements” §21 .

Commented [C341]: ENNHRI proposes to replace 'in
accordance with their domestic law, provide for the
possibility of imposing'’ with "establish by law the imposition
of in line with previous comment.
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1. placing on the market, putting into service or ’the use of artificial intelligence systems that claim

by-publieautheritiesusing-biemetriesto or do identify, categorise or infer emotions_and mental
states of individuals, from physical physiological, behavioural as well as blometrlc data with the

safeguards in place and always subject to all other data protection conditions and limitations;|

2. _placing on the market, putting into service or [ghe use of artificial intelligence systems to track and

categorise individuals in publicly accessible spaces on the basis of biometric data or of special
categories of personal data protected characteristics or gender identity;

3. placing on the market, putting into service or the use of artificial intelligence systems that use

data_about individuals’ bodies to _make inferences about personal traits such as _personality

character political and religious beliefs (“Al physiognomy”

4. placing on the market, putting into service or the use of Al systems by law enforcement and

judicial authorities to make predictions, profiles or risk assessments for the purpose of predicting

crimes;

5. placing on the market, putting into service or the use of Al systems for immigration enforcement

purposes to profile or risk-assess natural persons or groups in a manner that restricts the right to
seek asylum and / or prejudices the fairness of migration procedures;

( Commented [C342]: ENNHRI proposes to amend 1. in line

with EDPS, EDPB, EDPB-EDPS Joint Opinion 05/2021 on the
proposal for a Regulation of the European Parliament and of
the Council laying down harmonised rules on artificial
intelligence (Artificial Intelligence Act), 18 June 2021, p.14.

They suggest to ban the deduction of emotions through the
use of Al, except in certain specific cases "particularly for
health and research purposes™.

Therefore, ENNHRI recommends that emotion recognition
technologies should be banned, except if their use aims to
reinforce the independence of people for health or research

purposes.

Commented [C343]: ENNHRI recommends adding 2. - 7.
based on the list of prohibited practices listed in the article 5
in the AIA. The wording of prohibited practices listed in this
article has been changed based on suggestions made by the
European Digital Rights institution (in cooperation with a
number of civil society organisations, including Access Now,
Algorithm Watch, Bits of Freedom, European Disability
Forum (EDF), European Not for Profit Law Center, Fair Trials,
Panoptykon Foundation, and PICUM) when they were too
limited in scope (wide exemptions with low threshold) or
posed a threat to existing human rights (e g. privacy rights,
Incompatibility with requirements of necessity and

6. placing on the market, putting into service or the use of an Al system that deploys subliminal proportionality,...).
techniques beyond a person’s consciousness that gives rise to individual collective or societal
harm; Commented [C344]: ENNHRI proposes to delete the word

7. placing on the market, putting into service or the use of an Al system that exploits any of the

vulnerabilities of a specific group of persons due to their connection with a protected ground, in
particular age, physical or mental disability, that gives rise to individual, collective or societal

harm;

4-8.Placing on the market, putting into service or the use of artlflaal |nte|||gence systems for social
scoring to determlne access to erwcesL

+ of

+ 4, natural oF

Mresoeients et b b ol e fen
T O

b

any other placmg on the market, putting into service or use of artificial intelligence systems H
3 or sueh-purposes as-that are not compatible with core values of democratic

‘essential’, including essential in this provision excludes
situations where social scoring is used to asses the risk of
fraud or recidivism for instance, such assessments can pose
risks to fundamental rights, democracy and rule of law and
should thus be included.

Moreover, this wording implies its exclusive application to
public services. Limiting the prohibition to uses in a public
context, by public authorities or on their behalf, excluds
commercial uses, such as scoring of customers on online F

Commented [C345]: ENNHRI proposes to delete these
words since the prohibition is limited to uses which lead
detrimental or unfavourable treatment. Such conditions
suggest that the central principle is not the harm caused,
otherwise these conditions would not be relevant. Social
scoring syst should be c ble regardless of the
presence of proof of unfavourable outcomes insofar as they
reduce the complexity of human experience to a
combination of limited able indicators, with

societies, do not pursue a legitimate aim and are not necessary in a democratic society.

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing sigaificantlevels-ofrisks

Paragraph a

62

potential negative implications for fundamental rights to
good administration and human dignity.

Commented [C346]: ENNHRI proposes to delete "by public
authorities’. Limiting the prohibition to uses in a public
context, by public authorities or on their behalf, excludes
commercial uses, which equally pose risks to fundamental
rights, democracy and rule of law and should thus be
included.
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e Ty

minimizing and | ke-th I'\reventlng any unlawful harm or damage to human
rights, fundamental freedoms, legal rights and interests of natural or legal persons,
democratic institutions and processes, the administration of justice, public health and the
pplication of artificial

environment, which could result from the
intelligence systems;

Paragraph b

b.

preserving individual freedom, human dignity and autonomy and in particular the ability
to reach informed decisions free from undue influence, manipulation or detrimental
effects which adversely affect the right to freedom of expression and assembly,
democratic participation and the exercise of other relevant human rights and

fundamental freedoms_ which could resultirg from the | 3 pplication of

artificial intelligence systems;

Paragraph ¢

e—lonsuringthat all intarastad parti
P

Commented [C347]: ENNHRI proposes to delete "to the
extent possible’. The use of "aimed at" stresses the objective
rather than the actual outcome. Therefore, we propose to
remove it without detriment to the understanding that
Parties should aim at a result even if they cannot achieve it
all the time.

( Commented [C348]: ENNHRI requests to delete

‘inappropriate’ since harm or damage can also occur without
an inappropriate application of Al system. E g. the design of
the system or the technology could be flawed, thus not
requiring an inappropriate application to cause harm or
damage.

Commented [C349]: ENNHRI requests to delete
‘inappropriate’ in line with previous comment.

Commented [C350]: ENNHRI requests to create a
separate provision ensuring public debate recognizing its
importance (see proposed art. 19).

Commented [C351]: ENNHRI requests to add these words

in line with article 2.e.

Paragraph d

é-c. ensuring that_the right to non-discrimination and related rights are respected during

research design, development and application of artificial intelligence systems and do
not compromise the principle of equality before the law, including gender equality and
rights related to discriminated groups and people in vulnerable situations in so far as they
are used to inform or jgenerate outputs such as predictions recommendations or

decisions affecting human rights and fundamental freedoms, legal rights and interests of

natural or legal persons, lv_vhilst ensuring the right to reasonable accommodation for
persons with disabilities;}

Paragraph e

e-d.ensuring that the rights to privacy and to personal data protection are Ied-equetel-y

Article 16 -|Consultaioa-of-the-na:ﬁ“|(:ommittee of Parties

1. A Committee of Parties shall be set up within one year after the entry into force of this

respected during_research, design, development and application of artificial intelligence
systems throughout their lifecycle in both public and private sectors, notably through
additional safeguards for special categories of data such as medical data.

Commented [C352]: ENNHRI proposes to add the
following words in line with the obligation to provide
reasonable accomodation for persons with disabilities as laid
out in articles 2, 13 and 14 of the United Nations Convention
on the Rights of Persons with Disabilities (CRPD) and ECtHR
jurisprudence (e.g. Enver Sahin v. Turkey, 2018 § 60; Cam v.
Turkey, 2016, §65 and .
The prohibition of discrimination requires more than a mere
refraining from unequal treatment. This is particularly
evident wnth regard to disability, since refusing to provide
dation constitutes a sui generis form of
(CRPD). A d that do not take
into account the obligation of r dati
could be considered prima facie discriminatory, regardless of
heth dation is d by virtue of the shift
in the burden of proof. The need for particular attention for
persons with disabilities is rec d by | proposed
AIA amendments: they specifically consider the situation of
people with disabilities in the case of high-risk Al systems.

r acc

P S
discr
hl

acc

acc

Commented [C353]: ENNHRI requests to delete this word
in line with previous comments.

Commented [C354]: ENNHRI recommends to replace
"Consultation of the Parties" by "Convention Committee” in
line with CAHAI rec dation in the ible el
document (XI, 44) "should also contain provisions on the
blisk of a “committee of the parties” to support the

Convention.
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I ion of the instr t. In this regard, the CAHAI
referred to the standard provisions used in other Council of
Europe legally binding instruments, which may, if and as r
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Each Party shall appoint a representative to the committee and a deputy representative from the

national supervisory authorities or from the government. Any member State of the Council of
Europe which is not a Party to the Convention shall have the right to be represented on the

committee by an observer

3. The Convention Committee shall regularly invite external experts in particular experts from
independent national human rights authorities such as NHRIs Al researchers and developers

organizations representing artificial intelligence subjects and observers to attend its meetings
and hold appropriate consultations with relevant stakeholders and ensure appropriate

barticigationl._

Commented [C355]: ENNHRI proposes to add this

paragraph based on the Convention 108+ and §155 of it's
acc I ory report: “A Convention
Committee is composed of repr ives of all Parties,
from the national supervisory authorities or from the

government”.

1.4, Parties-The Committee of Parties shall consult periodically with a view to:
l._making proposals to facilitate or improve the effective use and implementation of this
Convention, including the identification of any problems and the effects of any
declaration made under this Convention;

Em.making proposals for the amendment of this Convention in accordance with Article 20;

. formulating their opinion on any proposal for the amendment of this Convention
which is referred to them in accordance with Article 218, paragraph 3;

o. _examining and revising, as necessary and in accordance with the procedure prescribed in
Article 21, the methodology for risk and impact assessment of artificial intelligence
systems contained in the Appendix to this Convention;

intelligence subjects, the list of banned practices under Article 14;

Commented [C356]: ENNHRI proposes to add this
paragraph to ensure sufficient multidisciplinary expertise to
carry out it's tasks under 4. of this article. This language is

_ based on Article 57 AIA and amendments.

g.__expressing an opinion on any question concerning the interpretation and application of
this Convention and facilitating the exchange of information on significant legal, policy or
technological developments;=

r. Evaluatin_g at the request of a State or an international organisation whether the level of

protection to human rights democracy and rule of law the former provides is in
compliance with the provisions of this Convention and, where necessary, recommend

measures to be taken to reach such compliance

Commented [C357]: ENNHRI proposes to add this in line
with the responsibilities of the approach in the AIA
(European EU Board, art. 58, d AIA - Second Presidency
compromise text).

2.5. The Consultation-oftheRartie Committee of Parties s shall be convened by the Secretary General
of the Council of Europe whenever (s)he finds it necessary and in any case when a—maiou#m
third of the representatives |of the Parties or the Committee of Ministers request its convocation.

Commented [C358]: ENNHRI proposes to add this
mandate in line with CoE 108+.

3-6. The €ensultation-of-the-PardesCommittee of Parties shall adopt its own rules of procedure.

7. _Parties shall be assisted by the Secretariat of the Council of Europe in carrying out their functions
pursuant to this article.

Commented [C359]: ENNHRI requests to replace 'a
majority’ with 'one-third of the representatives’ in line with
CoE 108+ (will look for other conventions).
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Comn'lented [CBGO] ENNHRI proposes to consider to
8. A contracting Party which is not a member of the Council of Europe shall contribute to the 1h rights structures.
financing of the Consultation of the Parties in a manner to be decided by the Committee of The United Nations Paris Principles and CoE CoM
Ministers upon consultation of that Party. Recommendation 2021(1) require NHRIs to have a broad
human rights mandate, including to investigate, monitor and
report on the overall situation of human rights in a country.
This includes annual reporting on the HR situation to
national parliament, as well as participating in monitoring

Article 18 - National supervisory authorities
and reporting on the |mplementahon of international and

1. Parties shall establish or[designatehne or more national supervisory authorities tasked —#-partesier T I h rights instr ts, as d rated by

with overseeing_=end-supervising and promoting compliance with the Convention. The national NHRI's role under the United Nations’ Universal Periodic
_ Review, the execution of ECtHR judgments process before[T'

sugervnsog authontles will have apDroDnate powers to carry out thelr mandate |nc|ud ng

Commented [C361]: ENNHRI suggests this wording, to
ensure compatibility with the national supervisory
authorities foreseen under the current AIA draft (art. 59), as
well as the provisions relating to the national supervisory
L authority in Convention 108+., and Recommendation [:

independent national human rights authorities_such as NHRIs_when establlshlng or designating the
national supervisory authority] [

In particular, the national supervisory authorities will be tasked with:
Commented [C362]: ENNHRI request to add this phrase in

accordance with the Recommendation CM/Rec(2021)1 of

the Committee of Ministers to member States on the

development and strengthening of effective, pluralist and
d dent national h rights institutions 1I.

® —supervision of the requirements of the risk and impact assessment of artificial
intelligence systems in accordance with Article 11 and 152 .

Commented [C363]: ENNHRI proposes to include this in
line with Recommendation CM/Rec(2020)1 of the

-the imposition of (temporary) moratoriass or & bans on design, development and

application of an artificial intelligence system in accordance with Articles 13.1. and 14;-
monltorlng and superwswn of restrictions from art. 7 provuded for by art. 8;

safeguards as provided by article 7 and Sk

Committee of Ministers to member States on the human
rights impacts of algorithmic systems e.g.:

o)

( Commented [C364]: These include: national human rights

structures, data protection authorities, and consumer
protection authorities.

coordinating| cooperation between ll national authorities which have jurisdiction and
complementary expertise necessary to carry out the risk and impact assessments of

Commented [C365]: ENNHRI proposes to add this in line
with the approach taken in the AIA._ National cooperation

artificial intelligence systems in accordance with Article 11 and 12|

4:2. Parties shall ensure the national supervisory authorities have sufficient financial and human resources
and_including properly trained personnel -with expertise on human rights democracy and rule of law

as well as relevant technical knowledge related to the design deployment and testing of artificial
intelligence systems ko carry out their activities.

The national supervisory authorities shall be independent and impartial in the exercise of their
duties.

institutionalise cooperation with other independent national human rights authorities such as NHRIs
ombuds-institutions and equality bodies in carrying out their mandate as well as with standard-
setting organisations operators of services developers of algorithmic systems and civil socie

organisations in various fields such as particularly those engaged in defending human ri hts.=|

jurisdiction and complementary expertise necessary is

bety the | supervisory authorities and other
sectoral national supervisory authorities, which have

L strengthening of effective, pluralist and independent [—

Commented [C366]: ENNHRI proposes to amend this
paragraph to ensure meaningful independence in line with
Recommendation CM/Rec(2021)1 of the Committee of
Ministers to member States on the development and

( Commented [C367]: ENNHRI proposes this in line with the

approach under Convention 108+ to the Convention
Committee , as well as to ensure cooperation between the
supervisory authority under this Convention with other
relevant independent bodies active in the area of human [—

Commented [C368R367]: ENNHRI proposes to add this in
line with Recommendation CM/Rec(2020)1 of the
Committee of Ministers to member States on the human
rights impacts of algorithmic systems (para 1.4: Instltuhon[—

Article 19 — Public ldebatel
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Commemd [C369]: ENNHRI proposes to add this article
in line with Recommendation CM/Rec(2020)1 of the
Committee of Ministers to member States on the human
rights impacts of algorithmic systems - Obligations of States
with respect to the protection and promotion of human r
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Parties shall ensure that the fundamental questions raised by the research design development

and implementation of artificial intelligence systems are the subject of appropriate public
discussion in the light, in particular, of their implications for human rights, rule of law and
democracy and that their possible application is always made the subject of appropriate
meaningful and inclusive consultation.

Parties shall ensure that all interested parties groups and individuals enjoy equal and fair access

to public debate and inclusive democratic processes, taking, in particular, due account of the
relevant implications of the technological developments in the area of artificial intelligence and
the role of public and private entities that help shape the public debate in their respective

jurisdictions.

Article 210 — Amendments

Paragraph 1

Amendments to this Convention may be proposed by any Party, the Committee of Ministers of
the Council of Europe or the Convention committeeCensultation-ofthe-Parties.

Paragraph 2

Any proposal for amendment shall be communicated by the Secretary General of the Council of
Europe to the Parties.

Paragraph 3

Moreover, any amendment proposed by a Party, or the Committee of Ministers, shall be
communicated to the Convention committeeConsultation-ef-the-Rarties, which shall submit to
the Committee of Ministers its opinion on the proposed amendment.

Paragraph 4

The Committee of Ministers shall consider the proposed amendment and any opinion submitted
by the Convention committee Censultation-ofthe-Parties-and may approve the amendment.

Article 221 — Revision of the Appendix

1.

2.

Paragraph 1

The methodology for risk and impact assessment of artificial intelligence systems contained in the
Appendix shall be regularly examined by the Censultation-efthe-PartiesCommittee of Parties and,
as necessary, revised, as provided for in Article 16, paragraph 5%, be.

Paragraph 2

The Censultation-ef-the-Rarties Committee of Parties-may adopt any revision to the methodology
for risk and impact assessment of artificial intelligence systems contained in the Appendix by
unanimity and shall communicate such revision to the Secretary General of the Council of Europe.
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Article 232 - Dispute settlement

In the event of a dispute between Parties as to the interpretation or application of this Convention which
cannot be resolved by the Censultation-ofthe-Parties Committee of Parties as provided for in Article 16,
paragraph 5%; de, they shall seek a settlement of the dispute through negotiation or any other peaceful
means of their choice, including submission of the dispute to an arbitral tribunal whose decisions shall be
binding upon the Parties to the dispute, or to the International Court of Justice, as agreed upon by the
Parties concerned.

European Commission Against Racism and Intolerance (ECRI)

General comments

We make this submission to the Committee on Artificial Intelligence (CAl) regarding the Zero Draft
(Framework) Convention on Artificial Intelligence, Human Rights, Democracy and the Rule of Law -
Proposal by the Chair, based on the mandate of the European Commission on Racism and Intolerance
(ECRI) and drawing on ECRI’s previous work in this area.

On behalf of ECRI, we welcome this substantial and well-balanced draft, in particular because it addresses
some of its key concerns. Above all, it is positive to see:

e the binding nature of this proposed instrument,

e the overall scope of the convention: the text is dealing with all aspects of Al from the design of
the Al systems to their development and application;

e the dynamic nature of the convention: Al is a highly evolving and versatile technology, therefore
we are pleased that the convention sets the stage for quick adaptations of the legal framework
established, as well as for additional sectorial specific regulations;

e the obligation for member states to put in place effective compliance monitoring mechanisms,

and more specifically, regarding non-discrimination/equality, to see that

e the principle of non-discrimination is defined using a broad and open list of anti-discrimination
grounds;

e discrimination/equality issues are not only expressly mentioned as problems for member states
to remedy (art. 5 par 3), but listed among the major risks of Al (art. 15 lit. d, in particular
exacerbation of adverse effects);

e social scoring methods to determine access to essential services, when certain vulnerable persons
or groups are at risk of harm, are banned (art. 14 par. 2).

Thus said, we feel compelled to highlight four negative aspects of the draft:

e we regret that more stricter rules apply only to the public sector (art. 6), as we are convinced that
discrimination in the private sector is no less frequent nor damaging;
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we regret that some provisions of the draft are vague; in particular, it would be useful to provide
more details regarding concrete aspects of discrimination. An improvement in that respect would
be to integrate in art. 5 par. 3 of the convention the short but relevant list of damaging
discrimination practices provided by par. 22 of the explanatory report;

we propose the principle of discrimination in art. 3 should include the concepts of discrimination
by association (also in relation to other grounds, not just association with a national minority) and
discrimination by perception/discrimination based on perceived characteristic(s);

last but not least, we are of the opinion that a fully-fledged (independent) monitoring mechanism
(and not just a follow-up mechanism) should be put in place in order to regularly examine to what
extent the Parties to the convention fulfil their obligations under the convention. In that respect,
the Conventional Committee set up by art. 16 could be specifically tasked with reviewing the
implementation of the Convention by Parties and recommending measures to be taken in the
case where a Party is not in compliance with the Convention.

Gender Equality Division

Article 3 — Principle of non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as Isex, genderl sexual orientation, race, colour, language, age, religion,
political or any other opinion, national or social origin, association with a national minority, property,
birth, state of health, disability or other status, or based on a combination of one or more of these
grounds.

Article 5 — Design, development and application of artificial intelligence systems

IBM

Paragraph 3

ensure that design, development and application of artificial intelligence systems respects the
principle of equality, |inc|uding gender equality }and rights related to discriminated groups and

/‘

Commented [C370]: important to keep both sex and
gender as grounds for discrimination

people in vulnerable situations;

COUNCIL OF EUROPE PARTNER INTERNET COMPANIES

Article 2 — Definitions

Paragraph a
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a. “artificial intelligence system” means a machine-based system that is capable of informing
or autonomously generating outputs such as predictions, recommendations or decisions
using machine and/or human-based data and inputs and influencing the environment that
it interacts ]with for defined objectives;|

Paragraph ¢

c. I"artiﬁcial intelligence provider” means any natural or legal person, public authority or
other body that develops an artificial intelligence system or that has an artificial
intelligence system developed_defining its intended purpose and -with a view to putting
it into service/commissioning it;l

Paragraph d

d. I"artiﬁcial intelligence user” means any natural or legal person, public authority or other
body using an artificial intelligence system in their own name or under their authority;\\

Commented [C372]: The concept of a defined objective
(or purpose) is central to both the OECD and EU Al Act
definitions of an Al System - we propose it be included here
too, for consistency and to avoid unintentionally widening
the scope.

Commented [C373]: It is important to clearly define the
role of Provider, and to distinguish it from entities that for
example develop technical Al components that do not
themselves constitute an Al system. Introducing the concept
that the Provider is the entity that defines the intended
purpose of an Al system adds clarity in this regard.

Article 4 — Scope
Paragraph 1

3-2.Parties undertake to apply this Convention to design, development and application of Iartificial
intelligence systems_posin, tential threats to human rights, democracy and the rule of law
throughout their lifecycle, regardless of whether these activities are undertaken by public or
private actors.

Article 5 — Design, development and application of artificial intelligence systems

Paragraph 2

2. ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is brounded in the principle of sustainability and solidarity and
the need to protect the environment;

Article 14 — Prohibited artificial intelligence practices
Paragraph 1

1. theuse by public authorities of artificial intelligence systems by-publiceutheritiesusing biometrics
to identify, categorise or infer emotions of individuals{ in publicly accessible places (but allowing

Commented [C374]: The user could also be the provider -
perhaps this could be noted in the explanatory comments.

Commented [C375]: For clarity, we suggest including this
text from para 15 of the Explanatory Report, since this
Article is likely to be frequently referred to and should be
explicit about the “clear intention of the drafters that the
Convention should focus on ... potential threats to human
rights etc.”

Commented [C376]: We suggest including a reference to
an appropriate definition of the principles of sustainability
and solidarity.

Commented [C377]: Borrowing language from the latest
EU Al Act text, which draws an important distinction
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Microsoft

INTRODUCTION

Working with European and global customers and partners, we witness the wide range of ways
organizations are innovating with Al. Al enables the creation of new products and services and improves
those currently available. It also plays a role in helping to tackle key societal challenges. Put simply, Al has
the potential to transform our society and every sector in it, from agriculture to healthcare, education,
and the environment.

We also recognize that the increasing deployment of Al systems raises questions around how to ensure
this powerful new technology can be used in a way that is responsible and ensures that potential harms
are mitigated. That’s why Microsoft continues to build out its own responsible Al program?! and shares
externally the lessons learned from this program to help inform responsible use, including our Responsible
Al Standard? and impact assessment template for our development and use of Al.3 As part of this work,
we have also long supported the goal of creating a regulatory framework for Al, including in Europe, that
sets common guardrails for high-risk scenarios.

Over a year ago, the European Commission led the way by publishing its landmark proposal on regulating
Al It is an ambitious and important step towards making trustworthy Al the norm in Europe and beyond;
we support the Al Act’s vision and goals. Thoughtful regulation of Al that ensures it is used in a way that
is fair, safe and rights respecting can propel Europe into a hub for innovation and human-centric Al
deployment. At the same time, we must ensure regulatory frameworks can be effective in addressing the
breadth and variety of the Al ecosystem and the rapid development of the technology.

Microsoft similarly applauds the Council of Europe, through the Committee on Artificial Intelligence
(henceforth CAl), for its leadership in developing a Framework Convention on Artificial intelligence, based
on the Council of Europe’s standards on human rights, democracy and the rule of law. The ‘Zero Draft’ of
the Framework Convention carefully builds upon work that has been done over a period of many years in
other domains to address legal gaps that arise from the design, development and deployment of modern
Al systems.

We have previously offered comments on the Council of Europe’s initiative, based on the lessons we have
learned from working with customers and from our own journey building out an internal responsible Al

1 The building blocks of Microsoft’s responsible Al program - Microsoft On the Issues
2 Microsoft's framework for building Al systems responsibly - Microsoft On the Issues
3 Responsible Al principles from Microsoft
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program. We are grateful for the opportunity to continue to submit suggestions and share our knowledge
in support of this initiative.

In short, Microsoft supports the broad direction of the Framework Convention. We welcome the
objectives set forth therein to advance Al principles grounded in human rights, narrow the gap between
public and private sector regulatory requirements, and set a common risk-based approach and impact
assessment methodology with regards to the design, development, and deployment of Al systems. We
also welcome the inclusion of (multi-) stakeholders in raising awareness within the Al community and
beyond regarding the societal impact of Al and the promotion of the industry’s use of evidence-based
public deliberations. Finally, we support the CAl's drawing the attention of the Parties of this Convention
to the need to promote digital literacy and skills. We urge the Council of Europe’s CAl and Parties to
preserve these elements as the Framework Convention on Al moves through this drafting process.

Our substantive comments below focus on advancing the Framework in a manner that reflects the
realities of the Al ecosystem. Our comments are aimed at strengthening the existing draft by ensuring
that it helps:

1. address the context specific nature of Al risk by allocating responsibilities across providers* and users
of Al systems to identify and address Al risk, to ensure responsibilities for mitigation sit with the party
best placed to satisfy them.

2. advance a risk-based approach focused on outcomes setting out what organizations should achieve,
rather than how they achieve it.

3. advance impact assessments and system testing to further transparency and accountability and ensure
Al systems are developed and deployed in a fair, safe and rights-respecting way.

SUBSTANTIVE COMMENTS
1. Risk and impact assessments

From the outset, the ‘Zero Draft’ Framework centres the evaluation of the risk on undertaking a risk and
impact assessment (Article 11) as well as respective mitigation measures for systems posing significant
levels of risk (Article 12). We welcome this risk-based approach, and we endorse the focus on an impact
assessment process, which is an important, guided process that organizations can use to identify and
address Al risk. The impact assessment should include an assessment of potential negative impacts of the
system on individuals across society, not just those using the system.

Articles 11 and 12 propose that the Parties adopt a methodology by which to identify, analyze and
evaluate risk posed by Al systems to human rights, democracy, and the rule of law, and require that
providers and users “apply all necessary preventive and mitigating measures” where the results of that
assessment indicate an Al system poses “significant risk”. We encourage the CAI to consider the many

1 We use the terms developers and providers as well as users and deployers interchangeably for the purpose of these comments to the
Zero Draft of this Framework Convention.
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other efforts underway - across legislators, standards bodies, multilateral groups, and innovators, among
others - to develop methods by which to assess Al-related risk, and to align to and support these efforts
in a way that ensures organizations can effectively identify risks of potential harms and mitigate them.
We urge the CAI to consider that a chosen assessment methodology must have the ability to account for
the wide variety of Al systems and their many different contexts of use.

We would suggest that Article 11 emphasize the broad principles governing risk analysis - for example,
requiring that actors throughout the Al system's life cycle commit to analyzing risks specific to the context
of the Al system's actual use (on the user side) or intended use (on the provider side). Article 11 might
also be amended to identify the specific risks that providers and users should account for, including those
human rights, democratic functioning, and rule of law, so that stakeholders might take an outcomes-
based approach when organizing their risk-management procedures. Further, Article 12 should also be
revised to make it clear that the mitigation measures to be deployed should be those that are reasonable,
effective, and appropriate to the context of use.

We would encourage CAI to continue to help advance the use of impact assessments to frame risk
identification and mitigation and believe that developers and deployers should conduct assessments
relating to the respective development and deployment parts of the lifecycle. Impact assessments should
include the following, with responsibilities delineated between developers and deployers:

Developers

e Asystem’s purpose and its intended benefits.

e An analysis of potential harms and whether the system may potentially negatively impact
individuals implicated by the system.

e Mitigation strategies for potential harms that may occur to those negatively impacted by the
system.

e Known system limitations.

e How the system was evaluated, including information about the evaluation methods and results.

e Developers should share information based on this assessment with deployers to help inform
responsible deployment decisions.

Deployers

e The specific use case for a system and an assessment of how the system will help solve the
problem it is being applied to.

e If a system deployment is “high-risk”, i.e., being used for consequential decisions that may
implicate life opportunities, safety or human rights and should therefore be subject to additional
safeguards to ensure responsible performance and regulatory compliance.

e A scenario specific analysis of potential harms and potentially negative impacts to stakeholders.

e Mitigation strategies for potential harms identified.
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e Information about operational testing, including how the system was evaluated in the
environment in which it is going to be used with information about the evaluation methods and
results provided.

Microsoft also believes that in determining which Al systems should be subject to risk assessment, it is
important to identify higher-risk Al systems and focus safeguards on these systems to ensure use is fair,
safe and rights-respecting. Higher-risk systems are those that would be used for consequential decisions
that may impact a person’s:

o Legal status, legal rights or access to opportunities including in relation to decisions taken in the
criminal justice system and access to opportunities like credit, education, employment, housing,
and public services.

e Physical or psychological safety, including mental wellbeing and physical health and safety.

e Human rights, including civil liberties and democratic freedoms.

Finally, we note that the ‘Zero Draft’ encourages Parties to establish artificial intelligence regulatory
sandboxes to facilitate the development and testing of innovative Al systems under strict regulatory
oversight before these systems are placed on the market or otherwise put into service. Beyond this
reference, however, there is no mention of testing in the Framework. We urge the CAl to endorse the
need for continuous testing as part of ensuring systems are performing appropriately for a chosen use
case. This includes developers testing systems against established benchmarks during development and
deployers testing systems in operational conditions prior to deployment and conducting ongoing
monitoring of systems.

2. Design, development, and application of artificial intelligence systems

We note the CAl's intent to establish a set of fundamental principles which should inform the Parties’
approach to the regulation of artificial intelligence systems (Art. 5). We welcome this principles-based
approach. Indeed, Microsoft itself deploys such an approach in our own design, development, and
deployment of Al systems. We have shared these principles publicly, and more recently have published
our Responsible Al Standard that is guiding product development towards more responsible outcomes
while respecting enduring values like fairness, reliability and safety, privacy and security, inclusiveness,
transparency, and accountability. Our Responsible Al Standard is grounded on these core principles.

We encourage the CAl to explicitly recognize - in Article 5 or elsewhere in the draft Framework - the
important principle that the responsibilities to mitigate risk must be allocated appropriately across the Al
system value chain. Developers of Al systems, for example, will generally be best placed to identify and
address risks arising in the design and development phase, including testing the system to make sure that
it is performing appropriately and can be used responsibly, while Al system deployers will be best suited
to identify and address those risks that vary depending on the scenario in which the Al system is used and
the affected population. Given the scenario specific, “sociotechnical” nature of Al risk, it is important that
a scenario-specific assessment is conducted by a deployer that identifies the risks of a particular
deployment scenario, emerging from the interplay of a system’s technical characteristics with decisions
about how and where to use a system and the social context.
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In implementing the Convention’s principles and processes, the Parties thus should ensure that
responsibilities fall on the actor that is able to meet them in a way that helps address the risks of a specific
deployment scenario. The Convention should be clear that Parties should not require one set of actors to
ensure compliance with requirements that should reasonably fall to another.

3. Additional requirements for high-risk uses in the public sector

We agree that certain uses of Al by the public sector can pose heightened risks, given that many public
sector decisions can have consequential impacts on individuals’ rights and freedoms and on their ability
to access essential benefits and services. We thus agree that, as part of advancing a risk-based approach
to Al safeguards that focuses on the higher-risk uses cases where Al is being used for a consequential
decision, heightened requirements are appropriate for high-risk public sector uses - but we encourage the
Council to link such obligations closely to the risk-based approach introduced in Chapter IlI.

Article 6(2) seems to cover all deployments and applications of Al systems and unintentionally extend to
mundane software functionalities that are embedded in tools such as email services, excel spreadsheets
and the like that do not pose risks to safety, fundamental rights, democracy, and/or the rule of law.
Proportionality and necessity tests are customarily undertaken as a balancing act when conflicting
(fundamental) rights are at stake. This may be more appropriately formulated as a mitigation measure
when risks have been identified in specific scenarios of deployment.

Rather than assessing all Al capabilities by default, the Framework should seek to focus requirements on
systems posing the highest risks and link the necessity and proportionality evaluation to Al systems that
inform actions or decisions impacting human rights, the functioning of democracy, or the observance of
rule of law. Further, this evaluation should be tied to an initial impact assessment. These initial impact
assessments, including in other sectors, open enormous opportunities for a human-centric Al approach.
They are an important way to identify potential risks a system can pose on individuals across society, and
frame mitigations.

We also wish to propose additional requirements for consideration in Article 6, focusing on enhanced
transparency measures and on fairness.

Transparency around Al systems is particularly important in public sector uses, to ensure Al systems are
used appropriately and seen as trustworthy. The transparency discussion is complex and wide ranging,
cutting across related concepts like explainability, interpretability and disclosure. It is important that
transparency requirements are crafted with a clear understanding of the objective they are intended to
advance. Requiring the sharing of large volumes of technical information, for example, will do little to
advance an understanding about whether Al systems are performing in a fair, safe and rights respecting
manner, about how and where they are being used, and may present privacy and security challenges.

In addition, any transparency requirement should ensure that the public understands how and where Al
is being used, particularly in the context of systems that pose significant levels of risk. This should include
requiring: public sector users to share a summary of impact assessments for high-risk systems, setting out
1) the use case and type of system being deployed, 2) a high-level overview of how the system works, 3)
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a high-level overview of any potential system risks and mitigations. The type of information in the
Amsterdam Algorithm register® is a helpful reference. These requirements provide contextual and
accessible information, helping the public understand Al use.

Turning from transparency to fairness, addressing potential fairness harms should be an important goal
in relation to higher-risk systems, in particular for public sector users. Public sector bodies (and indeed all
organizations) developing and deploying Al should do so in a way that advances fairness by minimizing
disparities in outcomes for identified groups, including marginalized groups. This should include requiring
systems to be developed and deployed so that they 1) provide a similar quality of service for identified
groups impacted by the system 2) allocate resources or opportunities in a manner that minimizes
disparities for identified demographic groups impacted by the system and 3) minimizes the demeaning,
stereotyping or erasure of relevant demographic groups. Systems should also be used in a way that
ensures related decisions align to local laws that address issues of discrimination, for example anti-
discrimination laws.

The Convention should also ensure that a public sector user can appropriately act on system output, be
trained using the system to make a decision, and be aware of the risk of over-reliance on the system, or
“automation bias”.

Last, the use of biometric technologies, such as facial recognition, requires heightened scrutiny -
particularly when used by law enforcement in the light of the consequential nature of the decisions law
enforcement takes — notwithstanding articles 13 and 14. Facial recognition technologies utilized by law
enforcement can provide societal benefit in helping increase public safety and security if appropriate
guardrails are enacted. But we believe that such systems should only be available for use by law
enforcement within strict legal safeguards that advance transparent, accountable, and rights-respecting
use. We encourage the CAl to advance safeguards for facial recognition use by law enforcement to ensure
any such use is within the following safeguards:

* Providers of facial recognition technology should test their systems to identify any performance
gaps, including across demographic groups, and address any gaps identified. They should also
provide for legitimate third-party testing of their systems, e.g., via an API or a similar technical
mechanism. Law enforcement agencies using facial recognition technology should also test these
systems in operational conditions to identify and address any performance gaps, including across
demographic groups. This is important given the significant impact of environmental factors on
performance.

e Provide for greater transparency, accountability, and public scrutiny through accountability
reporting, including a publicly available use policy for how and where systems will be used and
how responsible use will be ensured

e Reinforce fundamental rights protections to avoid undermining the freedom of assembly,
expression and association while prohibiting uses of these technologies based on characteristic

1 Amsterdam Algoritmeregister
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protected by law, such as religion, political/social views, race, ethnicity, age, disability, gender,
sexual orientation, inter alia.

4. Al Definitions

Microsoft supports the CAl's use of definitions that stem from relevant national, international and
supranational instruments on Al, encouraging legislative cohesion across Europe and beyond. Microsoft
would like to suggest that the definition of “artificial intelligence system” (Art. 2(a)) should be more clearly
focused on systems developed through machine learning and other artificial intelligence techniques, This
will help ensure Parties target their domestic measures to address the specific potential risks Al systems
can pose, without bringing more conventional software systems into scope. The basic concepts from the
OECD definition® of an Al system could be used as a solid foundation for developing the set of Al definitions
of the Framework Convention.

We would also suggest adding the definition of an “artificial intelligence deployer” to the Convention, to
reflect the important role of the entity deploying an Al system in identifying and addressing risk. This is
essential if Al risk is to be appropriately mitigated, given the scenario specific nature of Al’s sociotechnical
risks which can emerge from technical design decisions and the social context into which the system is
deployed. The same Al system deployed in two different social contexts will likely result in different risk
profiles and require different mitigations. A definition for an “artificial intelligence deployer” should
capture those entities that decide how and where to use an Al system and have knowledge of the social
context into which the system is being used. This entity often differs from the end user of a system which
can be, for example, a customer of the deployer.

5. Conclusion

Microsoft appreciates the opportunity to share our initial comments on the ‘Zero Draft’ of the Framework
Convention on Al, Human Rights, Democracy and the Rule of Law. We recognize the scale of the task that
the Council of Europe, through the CAIl, has undertaken and look forward to sharing any additional
thoughts as we continue to study the proposal and engage in dialogue about it. Microsoft is committed
to doing its part to help the signatory Parties of the Council of Europe, in the EU and beyond, embrace Al
technologies safely and in ways that respect fundamental rights and European values. We look forward
to engaging with CAl, the Council of Europe members, and other stakeholders to support the development
of the Framework Convention.

1 OECD Al's list of resources for learning about Artificial Intelligence and what it can do - OECD.Al
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CIVIL SOCIETY ORGANISATIONS, OTHER PRIVATE SECTOR AND
ACADEMIC ACTORS RELEVANT TO THE WORK OF THE CAHAI

ALLAI

Chapter I: General Provisions

¢ We welcome the clear objective of protecting human rights, democracy and the rule of law (art. 1).
We recommend including the precautionary principle to strengthen this objective even further. We offer

the following text:
o The Convention is underpinned by the precautionary principle.

¢ We welcome the broad definition of Al (art. 2). By focusing on characteristics of technical systems
rather than concrete techniques the definition is more future-proof than other regulatory initiatives and
avoids an over specific focus. As a slightly more elaborate alternative we offer the following definition:

o Artificial intelligence (Al) refers to computer systems that act in the physical or digital world and
that, in an automated manner:

i. decide on action(s) to take according to predefined parameters by perceiving their environment
and analysing the collected structured or unstructured information from that environment;

ii. adapt their behaviour by analysing how the environment is affected by their previous actions.

* We welcome the wide scope of the Zero Draft (art. 4). By proposing fewer exceptions than for
example the European proposal for the Al Act, it provides a strong horizontal approach that can be

applied equitably across sectors.

¢ We appreciate that the single exclusion for national defence is based on the mandate of the Council of
Europe. However, even if national defence cannot be part of the Convention, we encourage the Parties
to express their shared intention to avoid any proliferation of autonomous weapons systems and arms
race dynamics in the field of Al, for instance by adding:

o All Parties acknowledge the individual and global risks of the proliferation of autonomous weapons
systems and arms race dynamics in Al. All Parties share the goal of preventing such proliferation and
race and commit to all necessary and proportionate preventive measures. They commit to pursuing
further agreements to this effect through other legally binding means.

Chapter II: Fundamental Principles

* The stated principles (art. 5) are sensible and integrate previous work in the field. In order to prevent
the proliferation of harmful Al applications, especially towards vulnerable groups, we propose the
following additional principle:
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o Parties shall ensure that providers and users of artificial intelligence systems with an impact on
(groups of) natural persons have a special fiduciary duty of care towards those who are affected or
likely to be affected by the systems they develop and use. In particular, Parties shall ensure that
artificial intelligence systems are not used against (the interests of) those who are affected by them in
situations of imbalance of knowledge and/or power.

* The transparency and explanation requirements (art. 7) are welcome but could be further expanded. It
is essential that not only providers and users of Al systems know about them and understand their
effects but that those affected by the system have the right to know about them. In the Al transparency
and explanation literature a common problem is how to provide meaningful information about complex
black box machine learning systems. This is an important technical problem, yet the more common and
fundamental issue at stake here is not whether an Al is technically opaque to its developer, but whether
a lay person even has institutional and legal guarantees to know if and if so how he/she is being
impacted by the use of an Al system. To effectively access this right, lay persons may require assistance
to process and use the technical information provided by developers and users, for instance through
consumer protection or non-governmental organisations. Hence we propose the following changes:

o Delete the words ,,where appropriate” in art. 7, section 1, otherwise this would unacceptably
weaken the transparency rights of individuals and could be read to be in conflict with the
transparency provision in art. 7, section 4.

» Art. 8 provides wide restrictions on the exercise of transparency rights that, given the general
description (“in the interests of national security, public safety or the economic well-being of the
country, for the prevention of disorder or crime, for the protection of health or morals, or for the
protection of the rights and freedoms of others”), run the risk of completely undermining the rights
granted in art. 7. We propose to set a higher and more clearly defined legal bar for invoking the
restrictions (art. 8) to the transparency requirements and limiting them to only a few carefully selected
situations where there is a true need to keep the use of Al hidden and unexplainable. We also suggest
including a formal process and time limit for invoking such restrictions.

* We welcome artt. 9 and 10 as they make explicit that the aim is not to limit human rights and
fundamental freedoms and encourage the introduction of further protections.

Chapter llI: Risk and Impact Assessment and Related Matters

¢ We note that the referenced methodology (art. 11 and Appendix 1), which is yet to be developed will
be the crucial leverage point for the implementation of the Convention. We caution against outsourcing
too many potential controversies to the technical methodology and encourage a further specification of
what compliance with the stated and shared values means in the text of the Convention. Moreover, we
encourage a participatory process for the development of the methodology which should be grounded
in diverse expertise and take into account interests of vulnerable and underrepresented groups.

* We welcome the three proposed prohibitions of unacceptably risky Al systems (art. 14): for biometric
emotions categorization and identification (section 1), social scoring determining access to essential
services (section 2), public sector Al systems which are unnecessary for or incompatible with democratic
societies (section 3).
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« Crucially however, we do not see a sensible reason why the bans in section 1 and 3 should be limited
to public authorities. The power of private actors in many domains rivals that of public actors, especially
in Al. If implemented as proposed, this could further intensify the concentration of power in large
private tech firms:

o We propose deleting the words “by public authorities” in art. 14, section 1

and 3.

« For art. 14 section 1, rather than only a (narrow) ban on emotion recognition, we propose a wider
biometric recognition ban with exceptions. As described in the initial report by Catelijne Muller (2020)
for CAHAI (“The Impact of Al on Human Rights, Democracy and the Rule of Law”), there are many Al-
driven biometric recognition applications which pose unacceptable risks to fundamental rights. We offer
the following text to consider for art. 14, section 1:
o the use of biometric recognition, meaning Al-systems in on- or offline public or private spaces,
aimed at the automated recognition of physical, physiological, behavioural and/or psychological
human features for the purpose of:
i. verification of an individual’s identity by comparing biometric data of that individual to stored
biometric data of individuals in a database (oneto- many identification);
ii. categorization of individuals into clusters based on ethnicity, gender, political or sexual
orientation, or other grounds on which discrimination is prohibited under European
Convention of Human Rights; and/or
iii. assessment of a person’s personality, traits, characteristics, emotions, behaviour, intentions,
beliefs or ideas

o biometric recognition shall be allowed for healthcare purposes, as far as such use takes place
under strict conditions, is evidence based, and is in line with the principles of responsible research and
innovation.

* Moreover we propose to add the use of Al aimed at deception or material distortion of a person’s
beliefs or behaviour or at exploitation of a person’s vulnerabilities. We offer the following text:
o the use of artificial intelligence systems deployed, aimed at or used for deception or materially
distorting a person’s behaviour or exploit a person’s vulnerabilities, in a manner that causes or is
likely to cause harm to natural person’s fundamental rights, including their physical or psychological
health and safety.

* While art. 14 section 3 could in principle cover this, albeit only for public institutions, we recommend
adding a separate ban for this, also aimed at private actors.

AlgorithmWatch

Preamble

Conscious of the fact that human rights, democracy and the rule of law are inherently interwoven and
convinced of the need to establish, as a matter of priority, a common legal framework with establishing
fundamental principles and rules governing design, development, and application of artificial intelligence
systems which would effectively preserve the shared common values and at the same time be conducive
to innovation;
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Mindful of the need to ensure F—pﬁepechbeleoeeconsistencx between respect for human rights as

enshrined in the 1950 Council of Europe Convention for the Protection of Human Rights and Fundamental
Freedoms and its protocols, the 1966 United Nations International Covenant on Civil and Political Rights
and other applicable international human rights treaties and various economic, security and other
interests in the development and use of artificial intelligence;

Underlining that the present Convention is intended to complement those conventions in order to fill in
any legal gaps and to clarify the application and interpretation of existing human rights norms in view of
the specific challenges raised by the research, design, development and application of artificial

intelligence systems;

Article 1 — Purpose and object

Paragraph 1

3. This Convention establishes certain fundamental principles and rules aimed at ensuring that

research, design, development and application of artificial intelligence systems is fully consistent

with respect for human rights, the functioning of democracy and the observance of rule of law.

Article 2 — Definitions

Paragraph a

a. “artificial intelligence system” means a machine-based system that is capable of informing
or enerating outputs such as bontent predictions, recommendations or

Commented [C378]: ,Balance’ implies a potential trade-
off between human rights and other interests. However,
first, human rights cannot be outweighed as such, and
second, they are not contrary to other interests. A reliable
framework on Al is exactly a means to ensure the
consistency between human rights and other interests, and
to protect h rights and blei at the same
time.

Commented [C379]: For reasons of legal clarity,
anthropomorphic and vague terms should be avoided here.

decisions using ata and inputs and influencing the

environment that it interacts with;

Paragraph c

c. “artificial intelligence provider” means any natural or legal person, public authority or
other body that develops an artificial intelligence system or that has an artificial
intelligence system developed with a view to placing it on the market and/or putting it

into service/commissioning it;
Paragraph d

d. “artificial intelligence Lﬁefdegloyer" }neans any natural or legal person, public authority

Commented [C380R379]: Also: excluding ,simper’, rule-
based systems and statistical methods is not only
detrimental from a fundamental rights perspective, but
would also stifle innovation. The ‘simple’ systems are often
very complex, opaque socio-technical systems that have a
severe impact on fundamental rights. If the scope is
narrowed to ‘cutting edge’ technologies, this will stifle
innovation, as developers would then have incentives to use

impler techni instead of cutting-edge techniques to
avoid falling within the scope of the Convention: if we only
add obligations for so-called ‘true Al’ systems (i.e. machine
learning) and none for simpler techniques, we’ll
disincentivise the use of the very technologies we want to
promote

Commented [C381]: This must absolutely be added in
order to also cover generative Al systems.

or other body susing-deploying an artificial intelligence system in their own name or under
their authority;

Paragraph e
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Commented [C382]: This is a very vague phrase.

It is particularly unclear what “human-based data” means in
this context. Would data about the weather, or about other
‘non human’ phenomena not count as ‘human-based’? The

specification does not seem necessary here.

Commented [C383]: To distinguish and avoid confusion
with the term ,end-user”, i e. individual users. In the current
negotiations on the EU’s Al Act, this terminology is also
debated.
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e. “artificial intelligence subject” means any natural or legal person whose human rights and

fundamental freedoms, legal rights or interests are impacted by Igutguts such as content,
decisions__recommendations _or_predictions hade or Liub&tanﬁeﬂy—hnformed by the

application of an artificial intelligence system.

Article 3 — Principle of non-discrimination

h’he implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, religion,
political or any other opinion, national or social origin, association with a national minority, property,
birth, state of health, disability or other status, or based on a combination of one or more of these

grounds_or new types of differentiation that are not traditionally grotected.-l

Article 4 — Scope
Paragraph 1

4-3. Parties undertake to apply this Convention to research design, development and application of
artificial intelligence systems throughout their lifecycle, regardless of whether these activities are
undertaken by public or private actors.

Paragraph 2

4. [This Convention shall a within the mandate and competences established by the Statute of
the Council of Europe,

Commented [C384]: In order to make it consistent with
definition in Art. 2a.

Commented [C385]: We strongly recommend removing
this qualifier, since it may cause unclarity in its practical
interpretation (what is "substantially"?). Besides, this
qualifier does not appear even in the definition of "artificial
intelligence system” in para a., when referring to decisions
made using machines etc.

Commented [C386]: We welcome this explicit mentioning
of non-discrimination here. In the Explanatory
Memorandum, it could make sense to explain in which way
Al systems can lead to or reinforce discrimination.

Commented [C387]: What lies within the scope should

[~ Ih + C. £ hall net-applv-ito-dasi d ] t and-—a licati f artificial
- Lid L i § £hy

Article 5 — Research, dBesign, development and application of artificial
intelligence systems

Paragraph 3

3. ensure that any research, design, development and application of artificial intelligence systems
respects the principle of justice_non-discrimination and equality, including gender equality and
rights related to discriminated groups and people in vulnerable situations;

Paragraph 5

3. ensure a continuous chain of accountability, responsibility and legal liability for any unlawful harm
in respect of any research design, development and application of artificial intelligence systems
by public or private actors throughout #hei~the systems’ lifecycle and that appropriate redress
mechanisms are available;

Paragraph 6

82

depend on the CoE’s statute, and is up to domestic courts
and/or the ECtHR to decide.

Also, the CoE’s Statute does not imply that matters of
conflict and security are beyond the potential field of
engagement of the CoE. There are many instances and cases
dealing with situations of armed conflict in which the Court
regarded its jurisdiction as given.

Commented [C388R387]: The original formulation is also
significantly reducing the scope by introducing the vague
notion of ,national defense’, which would give the
opportunity to exclude many systems under the pretext of
,defense’, such as in the context of migration, etc.

The original formulation is also not explicit enough on the
inclusion of dual use systems. Civilian uses of dual use
systems must absolutely be in the scope of the Convention,
even if originally developed for national defense purposes. It
is also in this regard that the reference to the Statute of the
CoE provides much more clarity.

Commented [C389]: See comment above. In addition, the
term ,national defense’ is not clearly defined, e.g., the
demarcation of | def from national security is, in
reality, often very difficult to make.
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4. ensure that &=whese=appropriate_andy adequate oversight mechanisms as well as transparency
and auditability requirements tailored to the specific risks arising from the context in which the
artificial intelligence system is designed, developed and applied are in place;

Paragraph 7

+ for +

Ll e et N I Crmrtmern e Tl
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Paragraph 8

5. strivete-ensure that fundamental questions raised by the research design, development and
application of artificial intelligence systems are the subject of appropriate public discussion and
multi-stakeholder consultation in the light, in particular, of relevant social, economic, ethical and
legal implications, and including individuals and groups affected by them;

Paragraph 9

9. provide and legally secure access to relevant information and data on deployments of artificial
intelligence systems for researchers from academia journalism and civil society in order to
enable public_interest research on the design development and application of artificial
intelligence systems and their effects on human rights democracy and the rule of law;

Paragraph 10

10. encourage meaningful multi-stakeholder inclusion and consultation to promote an evidence-

based public debate end—premete—digital literacy and digital skills for all segments of the
population.

Article 6 — Additional requirements for design, development and application of
artificial intelligence systems in the public sector

Chapeau

Bearing in mind the increased risks posed to human rights, democracy and the rule of law by the
application of artificial intelligence systems or combinations of such systems in the public sector_by public
authorities or on their behalf and the need to ensure proper accountability, responsibility and legal liability
in relation to the application of such systems, Parties shall:

Paragraph 1

1. ensure that the design, deployment and application of artificial intelligence systems in the public
sector do not undermine human rights and fundamental freedoms, legal rights and interests
which may be guaranteed under the laws of any Party or under any other agreement to which it
is a Party and respect the principle of the rule of law.
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Commented [C390]: Is not implied by the objectives and
the mandate of the CoE (human rights, democracy, rule of
law).

Cf. explanatory report, para. 3.
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Paragraph 2

2.__ensure that the deployment and application of artificial intelligence systems in the public sector
have an appropriate legal basis and that a careful preliminary consideration of the necessity_
appropriateness and proportionality of the use of such system is carried out in view of the context
of the deployment.

3. ensure that the deployment and application of artificial intelligence systems in the public sector
is made transparent. [To this end_Parties shall establish a public register containing all systems
deploved by public administration including essential information on their deployment its
purpose, the agents involved in its development and deployment, basic information about the
model and the results of the impact assessment.[ /‘ Commented [C391]: Cf. Cahai recommendations, para. 61

2. ensure compliance with the standards set out in this article insofar as any private entity acting on
thei=behalf of a public authority or institution is concerned.

3.5.ensure that all relevant artificial intelligence wsess—deployers receive appropriate training in
operating any artificial intelligence systems deemployed as well as on the purpose logic context
and respective limitations of such systems.

Article 7 - Rights and pProcedural safeguards| Commented [C392]: Which of these can directly be
referred to by individuals? Even if the Convention still needs
Paragraph 1 to be implemented at the level of Member States, some of
these provisions could be already as concrete so as to be
1. Parties shall ensure that the deployment-where-apprepriate-the-usege of an artificial intelligence immediatelyiusticable swhrchi=tobewsicomed lut
. - e ) A needs to be kept in mind or clarified.
system is duly recorded and communicated to the artificial intelligence subjects concerned_and
that the subjects concerned ~Fh& ise-af-theare granted the right of access to the relevant
records and information in accordance with the relevant domestic and international standards on
access to information—inchiding-the-greunds-en-which-imay-b. s e
e s
Paragraph 2

2. Parties shall also ensure that in cases where an artificial intelligence system Commented [C393]: When decisions *affect human

or takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests, rights*, then subjects should always be informed.
the artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process__about the parameters decisive for its

outcome_and that there is a right to human review of such decisions.

Paragraph 3

3. Parties shall ensure that appropriate »wh pproprat ' +explanations and justifications

are offered by the artificial intelligence provider and/or user—degloyer in plain, understandable,
and coherent language and are tailored to the context. Such communication shall contain
sufficient information in order to provide the artificial intelligence subject in question with an
effective possibility of challenging the decision(s) affecting the subject’s human rights, legal rights
and interests insofar as any use of artificial intelligence technology is concerned.
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Paragraph 4

4. [Parties shall ensure that any natural or legal person has the right to an effective legal remed

against developers or deployers of artificial intelligence systems by which they are affected and
has access to lndlwdual and collectlve redress mechanlsms before a natlonal authorit mcludln

a subject’s human rights legal rights and interests. |

5.__Parties shall ensure that any person has the right to know that one is interacting with an artificial
intelligence system rather than with a human and, where appropriate, shall provide for the option
of interacting with a human in addition to or instead of an artificial intelligence system.

M&r‘ties shall take measures to ensure that all developers and deployers of artificial intelligence
systems receive appropriate training in operating any artificial intelligence systems deployed as

Commented [C394]: In the paragraph above, it only
contains the obligation to provide information in order to
give the possibility of chall decisions. H , it must
also explicitly mention the right to legal remedy

well as on the respective limitations of such systems.

5-6.The exercise of the rights set out in paragraphs 1 to 54, including the grounds on which they may
be exercised, shall be governed by domestic law_in accordance with relevant international and
Council of Europe standards on human rights democracy and rule of law.

Article 8 — Restrictions

Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4 may be provided for by
law where necessary and proportionate in a democratic society in the interests of national security, public

safety-er—the—eeconemic—wel-being—ef-the—eeuntry, for the prevention of disorder or crime, for the

protection of health or morals, or for the protection of the rights and freedoms of others.

Article 11 — Risk and impact assessment
Paragraph 1

1. Without any prejudice to already existing relevant national and international legal instruments,
and irrespective of whether the respective activities are undertaken by public or private actors,
Parties undertake to adopt a methodology applicable to_the design, development and application
of artificial intelligence systems, for identifying, analysing and evaluating risk and assessing impact
of the application of artificial intelligence systems and for mitigating risks in relation to the
enjoyment of human rights, the functioning of democracy and the observance of rule of law. This
impact assessment mechanism must precede any deployment of an artificial intelligence system
accompany the system throughout its lifecycle and be conducted on a kcase-by-case basis and in a

( Commented [C395]: All deployers should receive

adequate training. For affected individuals, it can be similarly
C tial if her employer uses a system.

context-specific way. Parties must ensure that the results of [this impact assessment are

documented and that where the deployer is a public authority or acting on behalf of it made
publicly available in the register as set out in Article 6(3).. I

Paragraph 2

2. The methodology shall be based on the-medelsetoutinthe-Appendinte-thep + L 4

Hshall-the principles of human rights democracy and the rule of law and set out clear, concrete
and objective criteria for identifying such artificial intelligence systems or combinations of such
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Commented [C396]: The risks that come with an
application of a system highly depend on the context in
which a specific system is put to use. Such an impact
assessment thus cannot be done for an entire category of
systems at once but must be conducted on a case-by-case
basis.

Commented [C397]: To allow for public scrutiny, it is key
that the results of the IA are made transparent.
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systems that in view of their concrete applications pose significant levels of risk to the enjoyment
of human rights, the functioning of democracy and the observance of the rule of law.

Paragraph 3

3. Each Party shall take appropriate measures, particularly in the field of training of national
supervisory authorities, artificial intelligence providers and artificial intelligence ssersdeplovers,
with a view to ensuring that the relevant actors are capable of identifying, analysing and
evaluating risk and assessing impact of the research design development and application of
artificial intelligence systems in relation to the enjoyment of human rights, the functioning of
democracy and the observance of rule of law, in accordance with the present methodology.

Article 12 — Measures in respect of artificial intelligence systems posing
significant levels of risk

Paragraph 1

2. Parties shall, in accordance with their domestic law_and relevant international conventions,
provide for the imposition on artificial intelligence providers and #sers-deployers of an obligation
to apply all necessary preventive and mitigating measures to an artificial intelligence system,
deemed in accordance with the methodology referred to in Article 11, paragraph 2, to present

risk LJf interfering with the enjoyment of human rights, the functioning of Commented [C398]: Risks for human rights are always
democracy and the observance of the rule of law, aimed at mitigating that risk, as well as to significant, and ,significant’ adds a condition here that is
document and keep the records of the respective process. vague, giving rise to legal insecurity.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 1

1. Parties shall, in accordance with their domestic law_and relevant international conventions,
provideforthepessibility-efimpesingeimpose a full or partial moratorium or ban in respect of
artificial intelligence systems, which in accordance with the aforesaid methodology and in view of
the measures set out in Article 15 (a) to (e) are deemed to present unacceptable levels of risk of
interfering with the enjoyment of human rights, the functioning of democracy, and the
observance of the rule of Iaw{. This includes but is not limited to_the application of artificial

intelligence practices as set out in Article 14. k\ moratorium or ban should, however, only be Commented [C399]: it must be made clear that Art. 14

considered, where on an objective basis an unacceptable risk to human rights, democracy or the sets a unique legal framework and prohibits certain uses of
rule of law has been identified and, after careful examination, there are no other measures Al This paragraph should not give the impression that

. . . . . . g parties can themselves decide which systems/uses to ban,
available for mitigating that risk__considering the specific_purpose sphere and context of but that they can use this review mechanism to see whether

application. they have reasons to ban additional uses/systems.

Paragraph 2

2. |Parties shall_—ir—eccordance—with—theirdemestielaw—establish appropriate and independent
review procedures in order to enable the reversal of a moratorium or ban provided that relevant
risks are sufficiently reduced or appropriate mitigation measures become available. The same
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review procedures shall also enable the imposition of a new moratorium or ban provided that

banning of systems under Art. 14, it should not be
established at the domestic level but at the level of the
Committee of Parties.

relevant risks are discovered or mitigation measures are not or no longer available. Commented [C400]: See comment above. This review

mechanism should intend to be used for additional systems
Article 14 — Prohibited artificial intelligence practices (addtional to Art.14). f the review mechanism refers to the
Chapeau

ition to artificial intelligence practices whi arties decide to subjectto a or partia
moratorium or ban according to the procedure as set out in Article 13 t(the following artlfl(:lal /{Commm [c401]:

intelligence practices shall be banredsubiject to a full ban :

1. the use of artificial intelligence systems by—publicauthesities-that claim to using-biemetriesto
identifip-identify categorise or infer personal traits mental states opinions or emotions of
individuals from physical physiological behavioural as well as biometric data with the exception
of well-specified cases namely for health or research purposes with appropriate safeguards in
place and alwavs sub@ct to all other data protection condltlons and limitations;

accessible space on the basis of their biometric data as well as any other uses of artificial

intelligence systems that enable mass surveillance;
+3.
4

4. the use of artificial intelligence systems for the scoring, evaluation or classification of natural
persons or groups, based on criteria_such as their education, employment, housing, socio-
economic situation, health, reliability, social behawour, location or movements, where the score
or assessment leads tosesial Hatocet 3 Hal beasdeadinaaitharia (a)
detrimental or unfavourable treatment affecting human rights of certain natural persons or whole
groups in social contexts which are unrelated to the contexts in which the data was originally
generated or collected, or (b) detrimental or unfavourable treatment_affecting human rights of
certain natural persons or whole groups that is unjustified or disproportionate to their social
behaviour;

5. the use of Al systems for law enforcement or criminal justice purposes to make predictions
profiles or risk assessments for the purpose of predicting crimes;

Article 15 — Measures in respect of artificial intelligence systems and

combinations of such systems posing sigrificantlevelsofriskrisks

Paragraph a

a. minimizing and_,te-the +possible~preventing any unlawful harm or damage to
human rights, fundamental freedoms, legal rights and interests of natural or legal
persons, democratic institutions and processes, the administration of justice, public

health and the environment, which could result from the F-nepprepfiete—application f Commented [C402]: Regardless of whether the

artificial intelligence systems; application was considered ,appropriate’ (understood as
Jtechnically correct’), harm can result. ,

Paragraph b

87



CAI(2022)09

b. preserving individual freedom, human dignity and autonomy and in particular the ability
to reach informed decisions free from undue influence, manipulation or detrimental
effects which adversely affect the right to freedom of expression and assembly,
democratic participation and the exercise of other relevant human rights and
fundamental freedoms resulting from the inappreprat pplication of artificial
intelligence systems;

Paragraph c

c. ensuring that all interested and affected parties, groups and individuals enjoy equal and
fair access to public debate and inclusive democratic processes, taking, in particular, due
account of the relevant implications of the technological developments in the area of
artificial intelligence and the role of public and private entities that help shape the public
debate in their respective jurisdictions;

Paragraph d

d. ensuring that- design, development and application of artificial intelligence systems do
not compromise the presumption of innocence and the principle of equality before the
law, including gender equality and rights related to discriminated groups and people in
vulnerable situations in so far as they are used to infermertakegenerate outputs such
as_content predictions recommendations _or_decisions affecting human rights and
fundamental freedoms, legal rights and interests of natural or legal persons;

Article 16 — Censultatien-Committee of the Parties

9. Committee of Parties shall be set up within one year after the entry into force of this
Convention.

10. Each Party shall appoint a representative to the committee and a deputy representative from the
national supervisory authorities or from the government. Any member State of the Council of
Europe which is not a Party to the Convention shall have the right to be represented on the
committee by an observer.

11. The Convention Committee shall regularly invite external experts in particular experts from
independent national human rights authorities such as national human rights institutions (NHRIs)
Al researchers and developers civil society organizations and further observers to attend its

meetings and hold appropriate consultations with relevant stakeholders and ensure appropriate
articipation|

Paragraph 1

s. Evaluating at the request of a State or an international organisation whether the level of

protection to human rights democracy and rule of law the former provides is in
compliance with the provisions of this Convention and where necessary recommend

measures to be taken to reach such compliance|

Commented [C403]: cf. Cahai recommendations and the
mechanism fi in CoE Ci ion 108+
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/l Commented [C404]: Cf. convention 108+
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Article 17 — International co-operation
Paragraph 2

23. Parties shall, on a regular basis, exchange information between them concerning
research, design, development and application of artificial intelligence systems which
they assess as posing significant levels of risk to the enjoyment of human rights, the
functioning of democracy and the observance of rule of law.

Article 18 — National supervisory authorities

Paragraph 1

4.6. Parties shall establish or designate national supervisory authorities tasked, in particular, with
overseeing and supervising compliance with the requirements of the risk and impact assessment
of artificial intelligence systems in accordance with Article 11 and 12. Where appropriate, this can
take the form of several decentralized supervisory authorities under the coordination and
leadership of one central superior supervisory authority.

Paragraph 3

3. Parties shall ensure the national supervisory authorities have sufficient resources, capacities and
properly trained personnel to carry out their activities.

Paragraph 5

5. |Parties shall ensure close cooperation of national supervisory authorities with independent

authorities, equality bodies, national human rights institutions, universities, individual

researchers and experts, standard-setting organisations, operators of services, developers of
algorithmic systems and civil society organisations in various fields, such as, particularly, those

engaged in defending human rights

Article 20 — Amendments

Paragraph 1

5. Amendments to this Convention may be proposed by any Party, the Committee of Ministers of
the Council of Europe or the Ceasultatien-Committee of the Parties.

Paragraph 3

3. Moreover, any amendment proposed by a Party, or the Committee of Ministers, shall be
communicated to the Censultation—Committee of the Parties, which shall submit to the
Committee of Ministers its opinion on the proposed amendment.
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Commented [C405]: Recommendation CM/Rec(2020)1 of
the Committee of Ministers to member States on the human
rights impacts of algorithmic systems - Obligations of States
with respect to the protection and promotion of human
rights and fundamental freedoms in the context of
algorithmic systems (para 1.4: Institutional Frameworks).
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Paragraph 4

4. The Committee of Ministers shall consider the proposed amendment and any opinion submitted
by the €ensultatien-Committee of the Parties and may approve the amendment.

Article 21 — Revision of the Appendix

Paragraph 1

4. The methodology for risk and impact assessment of artificial intelligence systems contained in the
Appendix shall be regularly examined by the Ceasultation-Committee of the Parties and, as
necessary, revised, as provided for in Article 16 , paragraph 1, d.

Paragraph 2

5. The €ensultetienCommittee of the Parties may adopt any revision to the methodology for risk
and impact assessment of artificial intelligence systems contained in the Appendix by unanimity
and shall communicate such revision to the Secretary General of the Council of Europe.

Article 22 - Dispute settlement

In the event of a dispute between Parties as to the interpretation or application of this Convention which
cannot be resolved by the Cenrsultation-Committee of the Parties, as provided for in Article 16 , paragraph
1, e, they shall seek a settlement of the dispute through negotiation or any other peaceful means of their
choice, including submission of the dispute to an arbitral tribunal whose decisions shall be binding upon
the Parties to the dispute, or to the International Court of Justice, as agreed upon by the Parties
concerned.

Article 25 — Territorial application

Paragraph 1

1. Any State or the European Union may, at the time of signature or when depositing its instrument
of ratification, acceptance, approval or accession, specify the territory or territories to which this
Convention shall apply. This specification does not preclude the extraterritorial applicability of the
Convention.-

Center For Al and Digital Policy

Preamble
Commented [C406]: Change reflects that some Al systems
koncerned by the risk that eestein-sses-efsome artificial intelligence systems or certain uses of Al systems are a direct risk to fundamental rights, or that they are
pseudoscientific, regardless of how they are used. These
should be covered under Article 14 (Prohibitions).
freedoms, undermining democracy and violating the rule of law through such harmful practices and Sometimes risk may arise due to a specific use of Al system.

also have the potential for unduly interfering with the exercise of human rights and fundamental
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effects as, for instance, unrestricted mass surveillance, information distortion, possible unlawful
discrimination, the general weakening of human agency_and disrespect for human dignity and

presumption of innocence unlawful electoral interference and digital exclusion;

Conscious of the fact that human rights, democracy and the rule of law are inherently interwoven and
convinced of the need to establish, as a matter of priority, a common legal framework of establishing
fundamental principles and rules governing design, development, and application of artificial intelligence
systems which would effectively preserve the shared common values and at the same time be conducive
to innovation;

Conscious also of the fact that in view of its framework character the Convention may be supplemented
by further binding or non-binding instruments to address challenges relating to the application of artificial

intelligence in specific sectors;

Conscious of the need that compatibility between the different instruments should be ensured in order

not to impact adversely human rights democracy and the rule of law;

Mindful of the need to ensure alignment pfepeﬁbeleﬁee{betweeﬂ respect for human rights as enshrined

in the 1950 Council of Europe Convention for the Protection of Human Rights and Fundamental Freedoms
and its protocols, the 1966 United Nations International Covenant on Civil and Political Rights and other
applicable international human rights treaties and various economic, security and other interests in the
development and use of artificial intelligence;

Underlining that the present Convention is intended to complement those conventions in order to fill in
any legal gaps in view of the specific challenges raised by design, development and application of artificial
intelligence systems_with regard to fundamental rights democracy and the rule of law;

Article 2 — Definitions
Paragraph a

a. “artificial intelligence system” means a machine-based system that is capable of
informing or enerating outputs such as predictions,

Commented [C407]: The need should reflect alignment,
not a "balance” between fundamental rights vs economic or
other interest. Human rights are 'fundamental’ and any
development and use should align with respect to such
rights.

recommendations,_categorizations or decisions using machine and/or human-

based data and inputs and Fnﬂuencing the environment that it interacts witht

Paragraph d

e. “artificial intelligence Iuseﬁdegloyed’ means any natural or legal person, public _—

authority or other body using an artificial intelligence system in their own name
or under their authority;

Paragraph e
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Commented [C408]: This leaves out Al systems not based
on ML/Deep Learning, where developers can specify how
outputs should be generated

Commented [C409]: CAIDP appreciates the
acknowledgement of sociotechnical nature of Al systems

Commented [C410]: Should align with current discussions
re definitions in EU Al Act
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f. "Iartificial intelligence subiectimpacted Qaniesf' means any natural or legal person

whose human rights and fundamental freedoms, legal rights or interests are
impacted by decisions made or substantialy-informed by the application of an
artificial intelligence system.

Article 3 — Rrineiple-Right to e¥non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, religion,
political or any other opinion, national or social origin, association with a national minority, property,
birth, state of health, disability or other status, or based on a combination of one or more of these
grounds_or new types of differentiation that are not traditionally protected I

Commented [C411]: "Al subject" can be confusing in 2
ways. It can be interpreted as 1)being under the control of,
2)a personhood category. It also does not acknowledge the
necessary human agency

Article 4 — Scope
Paragraph 1

1. Parties undertake to apply this Convention to design, development and application of
artificial intelligence systems throughout their lifecycle, regardless of whether these
activities are undertaken by public or private lactors].

Commented [C412]: CAIDP welcomes the
acknowledgement of intersectionality. Also CoE previously
acknowledged in the feasibility study that "Al systems can
also give rise to unjust treatment based on new types of
differentiation that are not traditionally protected.”
https://edoc.coe.int/en/artificial-intelligence/9648-a-le;

framework-for-ai-systems.html|

Paragraph 2

Commented [C413]: CAIDP strongly supports that when it
comes to protection of fundamental rights, democracy and
the rule of law, the rules should apply to both public and
private actors

Chapter II: Fundamental principles|

Commented [C414]: CoE does not include such a
restriction in Scope of in neither Convention 108+ nor
Budapest Convention. Such exclusion here SIGNIFICANTLY
restricts the protection of fundamental rights and rule of law
and opens the possibility for governments to exclude
themselves from any accountability under the pretense of

"Haf,

Article 5 - : o
Protection of Democratic Values

Bearing in mind the need to safeguard and uphold human dignity, human rights and fundamental
freedoms, preserve and foster robust and accountable democratic institutions and safeguard the rule of
law as the institutional basis for assuring both democratic participation and the effective protection of
human rights and fundamental freedoms, in their respective jurisdictions Parties shall:

1. ensure that any |research| design, development and application of artificial intelligence

Since this section also does not refer to 'military’, the
‘defense’ exclusion can be used for example to restrict rights
of asylum seekers and refugees; to discriminate against
those on the move due to environmental changes; to restrict
right to privacy of citizens in border towns; to restrict
freedom of movement in conflict zones; to degrade/harm
the envii t...to name a few |

Commented [C415]: The following format change reflects
the need for the document to be more understandable and
consequential. It also allows for other parties to identify the
possible further adds / edits against these principles.

systems or combinations of such systems is compatible with core values of democratic
societies. In particular, Parties shall ensure that such research, design, development and
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Commented [C416]: "research” is not replicated in other
references of "design, development and application of Al
systems” throughout the document. There is a need for
consistency
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application do _not curtailiss fundamental rights and
freedoms, the functioning of democracy or the observance of rule of law;

Article 6 - Sustainability
Parties shall ensure that any research, design, development and application of artificial intelligence

systems or combinations of such systems is grounded in the principle of sustainability and solidarity and
the need to protect the environment;

Article 7 — Equality

Parties shall ensure that design, development and application of artificial intelligence systems respects
the principle of equality, including gender equality and rights related to discriminated groups and people
in vulnerable situations;

Article 8 — Data Protection

Parties shall ensure that privacy of individuals is protected including through applicable personal data
protection and data governance laws and standards and that data protection principles and rules are
applied in respect of design, development and application of artificial intelligence systems and that
appropriate guarantees and safeguards have been put in place for data subjects;

Article 9 — Liability
Parties shall ensure_legal liability structures are established and e-eentinueus—chain-of-accountability;

efartfichabintellaanea e throughout their lifecycle and that appropriate redress mechanisms are
available for those harms by use of Al systems by both public and privat entities;

Article 10 — Data Protection
Parties shall ensure processing of personal data at any stage including data sets of an Al system’s lifecycle
must be based on the principles set out under the Convention 108+ (including fairness and transparency

proportionality lawfulness of the processing quality of data right not to be subject to purely automated
decisions and other rights of the data subject data security accountability impact assessments and

privacy by (design);

Article 11 — Oversight
Parties shall ensure that, Me@appiepﬁate,—ladequate oversight mechanisms as well as transparency_

explainability and auditability requirements tailored to the specific risks arising from the context in which
the artificial intelligence system is designed, developed and applied are in place;

ofr 2

T
previdersandusarsundarthacup.

: :nfl\meﬂ'\l"\ T

ofthair

Article 12 — Safety

Parties shall ensure that adequate safety, security, data quality, data integrity, data security, cybersecurity
and robustness requirements are in place regarding design, development and application of artificial
intelligence systems throughout their lifecycle;

Article 13: Public Consultation
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Commented [C417]: This reflects wording from CoE's
feasibility study’s "Key substantive rights and obligations"
section. https://edoc coe.int/en/artificial-intelligence/9648-
a-legal-framework-for-ai-systems.html

Commented [C418]: Unneccessary caveat which weakens
the convention

Commented [C419]: Aim of CoE is to protect human rights
and fundamental freedoms, democracy and the rule of
law...not foster innovation. This is mandate for EU or OECD.
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the—ie—!grties shall ensure that fundamental questions raised by the design, development and

application of artificial intelligence systems are the subject of appropriate public discussion and
beaningﬁu multi-stakeholder consultation in the light, in particular, of their implications with regard to

Commented [C420]: should not be limited to aspirations
but actually be reflected as a core requirement

human rights, democracy and rule of law and relevant social, economic, ethical and legal implications;

Article 14: Digital Literacy
Parties shall encourage and promote digital literacy and digital skills for all segments of the population_in
full respect of their human rights and in compliance with Convention 108+.

Asticle 6= Additionalraqui s
“

Article 15 — Public Administration

Parties shall

2. ensure that the design_deployment and application of artificial intelligence systems in the public
sector do not undermine human rights and fundamental freedoms, legal rights and interests
which may be guaranteed under the laws of any Party or under any other agreement to which it
is a Party and respect the principle of the rule of law.

3. ensure that the deployment and application of artificial intelligence systems in the public sector
have an appropriate legal basis and that a careful preliminary consideration of the necessity and
proportionality of the use of such system is carried out in view of the context of the deployment.

4. ensure compliance with the standards set out in this article insofar as any private entity acting on
theibehalf of a public entity is concerned.

5. Iensure that all relevant artificial intelligence ssers—deployers receive appropriate training in Al
ethics model logic and operations of eperating—any artificial intelligence systems employed
deployed as well as the respective limitations of such systems.l

Article 16 — Public Registries

Parties shall

information about the system such as its purpose actors involved in its development and deployment
basic information about the model and performance metrics and the result of the impact asessment.

Article 17 - Transparency

1~ Rroceduralcafoguarde
Parties shall ensure that, Meﬁeappsopﬂa&e,-{the]usag&deployment of an artificial intelligence system is

Commented [C421]: Meaningful requires that institutions
create equitable participation structures for civil society
which do not have the resources of corporations or industry
organizations.

Commented [C422]: Training in "operating” a system is
| without under the context, and why the
system was developed in the first place and how it works.

duly recorded and appropriately communicated to the artificial intelligence subjects—impacted
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partieseemearnad. The exercise of the right of access to the relevant records, including the grounds on
which it may be exercised, shall be governed by domestic law_and relevant international conventions;

Article 18 - Human Review

Parties shall also ensure that in cases where artificial intelligence system ' nforms or takes
decision(s) affecting human rights and fundamental freedoms, legal rights and interests, the artificial
intelligence subjest—impacted party in question is informed about the application of an artificial
intelligence system in the decision-making process and that there is a right to human review of such
decisions.

Article 19 — Explainability
Parties shall ensure that-whereapprepsate, relevant explanations and justifications are offered by the

artificial intelligence provider and/or sse~deployer in plain, understandable, and coherent language and
are tailored to the context. Such communication shall contain sufficient information in order to provide
the artificial intelligence su#bjeet-impacted party in question with an effective possibility of challenging the
decision(s) affecting the subjeet’s—party’s human rights, legal rights and interests insofar as any use of
artificial intelligence technology is concerned.

Article 20 — Right to Remed
Earties shall ensure that those who might be negatively impacted by Al systems have

an effective and accessible remedy against the developers or deployers of Al systems who are responsible.
The availability of such remedy should be clearly communicated to them, with special attention to those

who are marginalised or in vulnerable situations. Effective remedies should involve redress for any harm
suffered, and may include measures under civil, administrative, or, where appropriate, criminal law.|

Article 21 — Disclosure of Al Techniques
Parties shall ensure that any person has the right to know that one is interacting with an artificial
intelligence system rather than with a human and, where%ppmpnetel shall provide for the option of

Commented [MH425]: Unnecessary caveat/limitation

]

Commented [C426]: To reflect Art. 13 ECHR; and the
previously recommendation in CoE feasibility study.
https://edoc.coe.int/en/artificial-intelligence/9648-a-le;

framework-for-ai-systems_html|

interacting with a human in addition to or instead of an artificial intelligence system.

Article 22 — Applicable Law

The exercise of the rights set out in paragraphs 417 to 4 21, including the grounds on which they may be
exercised, shall be governed by domestic law_and relevant international conventions.

Article 8 — Restrictions

Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4-5 may be provided for by
law where necessary and proportionate in a democratic society in the interests of national security, public
safety or the economic well-being of the country, for the prevention of disorder or crime, for the
protection of health or morals, or for the protection of the rights and freedoms of others.

Such restrictions shall be proportionate and strictly limited to what is necessary.

Article 11 — Risk and impact assessment

Paragraph 1
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Without any prejudice to already existing relevant national and international legal instruments,
and irrespective of whether the respective activities are undertaken by public or private actors,
Parties undertake to adopt a methodology applicable to design, development and application of
artificial intelligence systems, for identifying, analysing and regularly evaluating risk and assessing
impact of the application of artificial intelligence systems_and mitigating risks in relation to the
enjoyment of human rights, the functioning of democracy and the observance of rule of law.
Impact assessment must precede any deployment of an artificial intelligence system accompany
the system throughout its lifecycle and be conducted on a case-by-case basis and in a context-

specific way. Impact assessment mechanisms should include Lneaninﬂu multi-stakeholder _—

consultation before the deployment of an artificial intelligence system. Parties must ensure that
the results of this impact assessment are documented and that where the deployer is a public

authority or acting on behalf of it_made publicly available in the register as set out in Article 6(X).

The methodology shall be based on the Fnede#ﬁriteria relevant to the principles of human rights, _—

democracy, and the rule of law and set out in the Appendix to the present Convention. It shall set
out clear, concrete and objective criteria for identifying such artificial intelligence systems or
combinations of such systems that in view of their concrete applications pose significant levels of
risk to the enjoyment of human rights, the functioning of democracy and the observance of the

rule of law. It is the responsibility of Al providers and deployers to demonstrate compliance with
principles of human rights democracy and the rule of IawL

Commented [C428]: Meaningful requires that institutions
create equitable participation structures for civil society
which do not have the resources of corporations or industry
organizations.

Commented [C429]: No one-size-fits-all
model/assessment framework should be mandated -
especially the impact of Al systems will be different
depending on the context. Such a mandated model also does
NOT provide flexibility for the future relevance of the
convention

Paragraph 2

Each Party shall take appropriate measures, particularly in the field of training of national
supervisory authorities, artificial intelligence providers and artificial intelligence usessdeplovers,
with a view to ensuring that the relevant actors are capable of identifying, analysing and
evaluating risk and assessing impact of the application of artificial intelligence systems in relation
to the enjoyment of human rights, the functioning of democracy and the observance of rule of
law, in accordance with the present methodology.

Article 12 — Measures in respect of artificial intelligence systems posing
significant levels of risk

Paragraph 1

Parties shall, in accordance with their domestic law_and relevant international conventions,
provide for the imposition on artificial intelligence providers and users-deployers of an obligation

to apply all necessary preventive and mitigating measures to an artificial intelligence system,
deemed in accordance with the methodology referred to in Article 11, paragraph 2, to present
significant levels of risk of interfering with the enjoyment of human rights, the functioning of
democracy and the observance of the rule of law, aimed at mitigating that risk, as well as to
document and keep the records of the respective process.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 1
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1. Parties shall, in accordance with their domestic law_and relevant international conventions,
provide for the possibility of imposing a full or partial moratorium or ban in respect of artificial
intelligence systems, which in accordance with the aforesaid methodology and in view of the
measures set out in Article 15 (a) to (e) are deemed to present unacceptable levels of risk of
interfering with the enjoyment of human rights, the functioning of democracy, and the
observance of the rule of law. A moratorium or ban should, however, only be considered, where
on an objective basis an unacceptable risk to human rights, democracy or the rule of law has been
identified and, after careful examination, there are no other measures available for mitigating
that risk.

Paragraph 2

2. Parties shall—i= dancewith-their 4 tic-law,— establish appropriate and independent
review procedures in order to enable the reversal of a moratorium or ban provided that relevant
risks are sufficiently reduced or appropriate mitigation measures become available.

Article 14 — Prohibited artificial intelligence_systems and |practice

The following artificial intelligence systems and practices_by public and private entities shall be banned:

1. #he—use—ofartificial intelligence systems by—publie—autherities—which useings biometrics_and

purported to-identify, categerise-arinfer emotions_mental state character personality traits
competencies and abilities -of individuals;

2. artificial intelligence systems which use biometrics and purported infer and categorize sexual or
ethnic identity, political or religious preferences or any other protected category of individuals;

3. artificial intelligence systems which use biometric, behavioural, or network data to profile

individuals and locations to predict future crimes;

4. the use of biometric recognition (facial voice and gait) systems used for mass surveillance

purposes.

5. the use of artificial intelligence systems seefing-which use biometric, behavioural, or
network data to profile and score individuals to determine access to essential services, or result
in harmful stereotypes, or leadirg either to (a) detrimental or unfavourable treatment of certain
natural persons or whole groups in social contexts which are unrelated to the contexts in which
the data was originally generated or collected, or (b) detrimental or unfavourable treatment of
certain natural persons or whole groups that is unjustified or disproportionate to their social
behaviour,

3. any other use of artificial intelligence systems [by-publie—eet-heﬁﬁe?lfor such purposes as are not

Commented [C431]: As mentioned at beginning, the
change reflects that some Al systems are a direct risk to
fundamental rights, or that they are pseudoscientific,
regardless of how they are used.

compatible with core values of democratic societies, do not pursue a legitimate aim and are not
necessary in a democratic society.
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scoring system is a low-hanging fruit and does not address
the existing standalone practices by public & private entities.
Human dignity relates to the recognition of the intrinsic and
equal worth of each individual
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apply to private entities
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Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing sigrificantdevels-efrisk

Parties shall take such measures as are aimed at:

f. R s et ol plT"E"E'“-'“d any unlawful harm or damage to Commented [C434]: There should not be any "acceptable’
human nghts fundamental freedoms, legal rights and interests of natural or legal level of UNLAWFUL harm or damage

persons, democratic institutions and processes, the administration of justice, public

health and the environment, which could result from the inapprepsate-application of
artificial intelligence systems;

g. preserving individual freedom, human dignity and autonomy and in particular the ability
to reach informed decisions free from undue influence, manipulation or detrimental
effects which adversely affect the right to freedom of expression and assembly,
democratic participation and the exercise of other relevant human rights and

fundamental freedoms resulting from the inappreprateapplication-deployment or use of
artificial intelligence systems;

in-thelrrespectivefurisdictions) /‘ Commented [C435]: Move under Chapter IV

#h._ensuring that design, development and application of artificial intelligence systems do not
compromise the principle of equality before the law, including gender equality and_non-
discrimination, presumption of innocence and rights related to diseriminated
marginalized groups and people in vulnerable situations in so far as they are used to
inform or take decisions affecting human rights and fundamental freedoms, legal rights
and interests of natural or legal persons;

i.__ensuring that the rights to privacy and to personal data protection are adequately
respected__in_accordance with the standards of Convention 108+ during design,
development and application of artificial intelligence systems throughout their lifecycle
in both public and private sectors, notably through additional safeguards for special
categories of data such as medical data.

j. Member States should include non-discrimination and promotion of equality

requirements in public procurement processes for Al systems are independently audited
for discriminatory effects prior to deployment and regularly [';hereafte[L _—| Commented [C436]: As was previously recommended in
CoE feasibility study. https://edoc.coe.int/en/artificial-

intelligence/9648-a-legal-framework-for-ai-systems_html

Article 16 — [Consultation of the Parties

Commented [C437]: "Consultation” does not reflect the
1. Shall be establihed within X year after the entry into force of this Convention. activities listed below or the nature of the mechanism. A
more appropriate term could be committee / board /
council... Any new terminology should be updated in the rest
of the document

42 Partiesshall consult periodically with a view to:
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Paragraph d
d. examining and revising, as necessary and in accordance with the procedure prescribed in
Article 21, the me@hedebgy—lml_for risk and impact assessment of artificial Commented [C438]: As mentioned above, should not
intelligence systems contained in the Appendix to this Convention; prescribe a particular method but criteria

f. _ensuring that all interested parties groups and individuals enjoy equal and fair access to
public debate and inclusive democratic processes taking_in particular_due account of the
relevant implications of the technological developments in the area of artificial
intelligence and the role of public and private entities that help shape the public debate
in their respective jurisdictions;

3. Shall include or invite as needed representatives from civil society organizations working
independently to protect fundamental rights or rule of law.

Article 18 — National supervisory authorities

Paragraph 2

5-7.Parties shall, in accordance with their domestic law_and _relevant international conventions,
provide for efficient procedures for the imposition of a moratorium or a ban on design,
development and application of an artificial intelligence system in accordance with Articles 13 and

14.

Article 19 — Effects of the Convention
Paragraph 2

2. Parties which are members of the European Union shall, in their mutual relations, apply

Eemmunity-and-European Union rules in so far as there are €ommunity-er~European Union rules
governing the particular subject concerned and applicable to the specific case, without prejudice
to the object and purpose of the present Convention and without prejudice to its full application
with other Parties.

Article 20 - Amendments
Paragraph 1

1. Amendments to this Convention may be proposed by any Party, the Committee of
Ministers of the Council of Europe, e~the Consultation of the Parties, or civil society
organizations which have Observer status.

Global Partners Digital
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Preamble

Concerned by the risk that certain-uses—ef-some artificial intelligence systems_or certain uses of such
systems also have the potential for unduly interfering with the exercise of human rights and fundamental

freedoms, undermining democracy and violating the rule of law through such harmful practices and
effects as, for instance, warestristed—mass surveillance, information distortion, po;sible—lunlawful
discrimination] the general weakening of human agency, unlawful electoral interference and digital

exclusion;

Conscious also of the fact that in view of its framework character the Convention may be supplemented
by further binding or non-binding instruments to address challenges relating to the application of artificial

intelligence—%ﬁ-speeiﬂe-kee%efé;

Commented [C439]: Is the term "unlawful" used here
synonymous with not being permitted by the ECHR? An
ordinary reading of this term would be that it is unlawful
under domestic law, which might not itself be
compatible with ECHR. Clarfication on this term would be
helpful.

Mindful of the need to ensure a-preperbal bats full respect for human rights as enshrined in the
1950 Council of Europe Convention for the Protection of Human Rights and Fundamental Freedoms and
its protocols, the 1966 United Nations International Covenant on Civil and Political Rights and other

applicable international human rights treaties Il::"" NAHOUS e cacuityand-othar int £l in the
development and use of artificial intelligence;

Underlining that the present Convention is intended to complement those conventions in order to fitHn

anylegalgepsinview-oftherespond to specific challenges raised by design, development and application
of artificial intelligence systems;

Article 1 — Purpose and object

Paragraph 1

1. This Convention establishes certain fundamental principles and rules aimed at ensuring that
ldesign] development and application of artificial intelligence systems is fully consistent with

Commented [C440]: Deletion could be beneficial as to not
limit further instruments which may address challenges
beyond those within specific sectors

Commented [C441]: Deletion here as such treaties
already contain restrictions on particular human rights for
legitimate purposes.

respect for human rights, the functioning of democracy and the observance of rule of law.

Article 2 — Definitions
Paragraph d

d. “artificial intelligence [userf' means any natural or legal person, public authority or other

Commented [C442]: "research” is not included here but is
within Article 5 below. Would recommend including
throughout for consi Y.

body using an artificial intelligence system in their own name or under their authority;

Paragraph e

e. “artificial intelligence subject” means any natural or legal person whose human rights and
fundamental freedoms, legal rights or interests are impacted by decisions made or
substantialbrinformed by the application of an artificial intelligence system.
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Article 4 — Scope
Paragraph 2
2. [Fheprasent Convention—shallnot—apply—to—dasign,—davalopment—and—application—of
rificialintellizence—syst HEee—ter P lated—te s et frhe Commented [C444]: Would recommend the deletion of
Convention shall apply within the mandate and competencies established by the Statute this sentence and advocating against reference to the
of the Council of Europe. mandate or competency as this is not included within other

CoE instruements. However, if there is a need for language
specifying the mandate, then we would recommending
doing so with more general language as provided.

Article 5 — Design, development and application of artificial intelligence systems

Paragraph 3

3. ensure that design, development and application of artificial intelligence systems respects the
principle of equality, including gender equality and rights related to_groups vulnerable to

discrimination € d-groupsand-people-invuinerablesituation ;| Commented [C445]: The threshold should be
groups vul ble to discrimination, as opposed to those
who are objectively discriinated against. Also, "vulnerable
Paragraph 6 situations” isn't a term defined anywhere and is superfluous.
6. ensure that, wh ppreprater-adequate oversight mechanisms as well as transparency and

auditability requirements tailored to the specific risks arising from the context in which the
artificial intelligence system is designed, developed and applied are in place;

Paragraph 7

Paragraph 8

8. ensure that adequate Isafety, security, data quality, data integrity, data security, cybersecurity and
robustnessl requirements are in place regarding design, development and application of artificial Commented [C446]: Concerned that there is a risk of
intelligence systems; confusion over what compliance with this looks like if you

have to ensure "security”, "data security” and

"cybersecurity”. Would suggest that this be simplified or
Paragraph 9 clarified.

9. strive to ensure that fundamental questions raised by the design, development and application
of artificial intelligence systems are the subject of appropriate public discussion and multi-
stakeholder consultation in the light, in particular, of relevant social, economic, ethical-and legal
implications;
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IArticIe 6 — Additional requirements for design, development and application of
artificial intelligence systems in the public sector|

Paragraph 2

ensure that the deployment and application of artificial intelligence systems in the public sector
have an appropriate legal basis and that a careful preliminarsconsideration of the necessity and
proportionality of the use of such system is carried out in view of the context of the deployment.

Article 7 — Procedural safeguards

w

Paragraph 1

Parties shall ensure that,~where-apprepriate, the usage of an artificial intelligence system is duly
recorded and communicated to the artificial intelligence subjects concerned_and that artificial

intelligence subjects have the right to access relevant records. » Fhe i ftherightof
te-the—relevantreeerds—in accordance with international obligations on access to information,

Paragraph 2

Parties shall also ensure that in cases where an artificial intelligence system substantialby-informs
or takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests,
the artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process and that there is a right to human review of
such decisions.

Paragraph 3

Parties shall ensure that-where appropriate explanationsepprepriate+elevant-explanations and

justifications are offered by the artificial intelligence provider and/or user in plain,
understandable, and coherent language and are tailored to the context. Such communication
shall contain sufficient information in order to provide the artificial intelligence subject in question
with an effective possibility of challenging the decision(s) affecting the subject’s human rights,
legal rights and interests insofar as any use of artificial intelligence technology is concerned.

Paragraph 4

2-4. Parties shall ensure that any natural or legal person has the right to an effective remedy before a

national authority (including judicial authorities) with respect to decisions made or informed by

artificial intelligence systems which affect a subject’s human rights, legal rights or other interests.

Paragraph 5

4-5. Parties shall ensure that any person has the right to know that one is interacting with an artificial

intelligence system rather than with a human and, where_feasible-epprepriate, shall provide for
the option of interacting with a human in addition to or instead of an artificial intelligence system.
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extending Article 6 to the private sector, and that paragraph
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Paragraph 6

Article 8 — Restrictions

Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4 may be provided for by
law where necessary and proportionate in a democratlc socnety in the interests of national security,
territorial integrity or public safe for the prevention of

Commented [C448]: Article 1(2) already provides that
states must ensure that the rights within this convention are
guaranteed by domestic law. So not entirely sure there is a
need for this here.

disorder or crime, for the protection of health or morals, e+for the protection of the rights and freedoms
of others,_for preventing the disclosure of information received in confidence, or for maintaining the
authority and impartiality of the judiciary.-

Article 11 — Risk and impact assessment
Paragraph 1

1. Without esy—prejudice to already existing relevant national and international legal instruments,
and irrespective of whether the respective activities are undertaken by public or private actors,
Parties undertake to adopt a methodology applicable to the design, development and application
of artificial intelligence systems, for identifying, analysing and evaluating risk and assessing impact
of the application of artificial intelligence systems in relation to the enjoyment of human rights,
the functioning of democracy and the observance of rule of law.

Paragraph 2

2. The methodology shall be based on the model set out in the Appendix to the present Convention.
It shall set out clear, concrete and objective criteria for identifying such artificial intelligence
systems or combinations of such systems khat in view of their concrete applications pose

signifieanttevelsofrisks to the enjoyment of human rights, the functioning of democracy and the
observance of the rule of law.

Article 12 — Measures in respect of artificial intelligence systems posing
significant levels of risk

Paragraph 1

1. Parties shall,—+r—accordance—with—their—demestietaw; provide for the imposition on artificial
intelligence providers and users of an obligation to apply all necessary preventive and mitigating
measures to an artificial intelligence system_that, deemed-in accordance with the methodology
referred to in Article 11, paragraph 2, te-presents sigaificantlavels-afrisks of interfering with the
enjoyment of human rights, the functioning of democracy and the observance of the rule of law,
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Commented [C449]: This reflects Article 8, ECHR and
restrictions permitted to the right to privacy and protection
of family life. However, the rights specifically outlined above
in Article 7 are all different variations of the right to freedom
of information/right to know, which in Article 10, para 2,
ECHR is subject to different restrictions. This is reflected now
here.

Commented [C450]: While the specifics of the
methodology in the Annex have not been set out, we would
like to flag that this language may need to be modified. This
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providers, to determine the concrete applications of an Al
system.
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d-at-mitigating-thet-rslk—as well as to document and keep the records of the respective
process.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Paragraph 1

Parties shall,<= e b thale o ticlaw, provide for the possibility of imposing a lfull
or partia||moratorium or ban in respect of artificial intelligence systems, which in accordance with

the aforesaid methodology and in view of the measures set out in Article 15 (a) to (e) are deemed
to present unacceptable levels of risk of interfering with the enjoyment of human rights, the
functioning of democracy, and the observance of the rule of law. A moratorium or ban should,
however, only be considered, where on an objective basis an unacceptable risk to human rights,
democracy or the rule of law has been identified and, after careful examination, there are no
other measures available for mitigating that risk.

Paragraph 2

Parties shall,+r—aeccerdance—with—their—demestietaw, establish appropriate and independent
review procedures in order to enable the_addition or reversal of a moratorium or ban provided
that relevant risks are sufficiently reduced or appropriate mitigation measures become available.

Article 14 — Prohibited artificial intelligence practices

The following artificial intelligence practices shall be banned:

1.

the use of artificial intelligence systems by-publicauthesities-using biometric_including physical
and behavioural datas to identify, categorise or infer emotions_opinions and mental states of
individuals, with the exception of specific cases, namely for health or research purposes, with
appropriate safeguards in place+

the use of an artificial intelligence system that deploys subliminal techniques beyond a person’s

consciousness in order to materially distort a person’s behaviour in a manner that causes or is

likely to cause that person or another person physical or psychological harm;

the use of an Al system that exploits any of the vulnerabilities of a specific group of persons due

to their age physical or mental disability in order to materially distort the behaviour of a person

pertaining to that group in a manner that causes or is likely to cause that person or another person

physical or psychological harm;

the use of Al systems by law enforcement and criminal justice authorities to make predictions

profiles or risk assessments for the purpose of predicting crimes;
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2.5 the use of an artificial intelligence system for immigration or border control purposes to profile

or risk-assess natural persons or groups in a manner that restricts the right to seek asylum and /
or prejudices the fairness of migration procedures;

2-6. the use of artificial intelligence systems for social scoring to determine access to essential services
leading either to (a) detrimental or unfavourable treatment of certain natural persons or whole
groups in social contexts which are unrelated to the contexts in which the data was originally
generated or collected, or (b) detrimental or unfavourable treatment of certain natural persons
or whole groups that is unjustified or disproportionate to their social behaviour;

3. |any other use of artificial intelligence systems by-publicauthertiesfor such-purposes that as-are
not compatible with core values of democratic societies, do not pursue a legitimate aim and are
not necessary in a democratic society.[

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk

Parties shall take such measures as are aimed at:

Paragraph a

a. Hﬂimieing—end,—te—ﬂ»&eﬁeat—peﬁs&bl&breventing any unlawful harm or damage to

Commented [C452]: Unclear whether the purposes has to
meet all three criteria or just one? And how do you
determine if a purpose is "compatible with core values of
democratic societies”.

human rights, fundamental freedoms, legal rights and interests of natural or legal
persons, democratic institutions and processes, the administration of justice, public
health and the environment, which could result from the inapprepsate-application of
artificial intelligence systems;

Paragraph b

b.

preserving individual freedom, human dignity and autonomy and in particular the ability
to reach informed decisions free from undue influence, manipulation or detrimental
effects which adversely affect the right to freedom of expression and assembly,
democratic participation and the exercise of other relevant human rights and
fundamental freedoms resulting from the irappreprate—application of artificial
intelligence systems;

Paragraph c

C.

|ensuring that all interested parties, groups and individuals enjoy equal and fair access to
public debate and inclusive democratic processes, taking, in particular, due account of the
relevant implications of the technological developments in the area of artificial
intelligence and the role of public and private entities that help shape the public debate
in their respective jun'sdictions;l
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d. ensuring that design, development and application of artificial intelligence systems do not
compromise the principle of equality before the law, including gender equality and rights
related to diseriminated-groups_vulnerable to discrimination and-peeple-in-vulnerable
situations-in so far as they are used to inform or take decisions affecting human rights and
fundamental freedomes, legal rights and interests of natural or legal persons;

Article 18 — National supervisory authorities

Paragraph 2

2. Parties shall—r—accordance—with-their-demestic-taw,—provide for efficient procedures for the
imposition of a moratorium or a ban on design, development and application of an artificial
intelligence system in accordance with Articles 13 and 14.

International Commission of Jurists

1. Introduction

This briefing paper provides comments on selected elements of the Zero Draft [Framework] Convention
on Artificial Intelligence, Human Rights, Democracy and the Rule of Law.

This draft treaty is one of the first attempt in the world to set a legal framework for Al technology at
supranational level and one which takes significant account of the impact of Al on human rights. The ICJ
welcomes efforts in this regard, as Al technology is going to be — and to a great extent, already is - one of
the defining elements of human society globally. It is therefore critical for the protection of human rights
and the rule of law that States step in to design and implement regulatory frameworks in order to fulfil
their duty under international law to secure the respect and protection of the human rights of all, both
online and offline.

Artificial intelligence and any regulatory framework addressing its development, deployment, functioning,
use and impact have the potential to affect all human rights to varying degrees depending on scope and
context. While international human rights bodies have carried out thorough assessments on the impact
that Al may have on the freedoms of expression and assembly or the rights to privacy including in relation
to data protection, a broader range of human rights may directly or indirectly be impacted by Al
technology. For example, Al may be used for the implementation of measures interfering upon the right
to liberty; freedom of torture or cruel, inhuman or degrading treatment; the right to a fair trial; the right
to life and the right to an effective remedy, among others.

It is therefore critical that any regulation on Al be fully in compliance with all human rights law and
standards. The EU legislator should therefore pay particular attention to the fact that certain human rights
allow for no restriction of any sort: the right to life (in the Council of Europe space and outside of armed
conflict); freedom from torture and other cruel, inhuman or degrading treatment or punishment; freedom
from slavery and forced labour, the principle of non-retroactivity in criminal law; the right to recognition
as a person before the law; the freedom of thought, conscience and religion; the right to hold an opinion;
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the freedom from discrimination® and the right to an effective remedy whenever needed to seek redress
for violations or abuses of these rights. The rights to liberty and a fair trial, while allowing for certain
adaptations in scope, equally do not allow for restrictions in their core elements.?

Finally, the rights to family life, a private life, to the freedoms of expression and impart, to assembly, and
association, to political participation, and to exercise one’s religion or belief, while allowing for
restrictions, do so in very strict situations, must not be arbitrary, must be provided by law, and be
necessary and proportionate to the aim pursued. It is against these principles that the Regulation on Al
must be tested.

In the present contribution, the ICJ will provide comments on selected issues of concern with the draft
treaty proposed before the Committee on Artificial Intelligence of the Council of Europe.

2. Preamble

Preambulary Paragraph 9 (PP9)

Mindful of the need to ensure a proper balance between respect for human rights as enshrined in
the 1950 Council of Europe Convention for the Protection of Human Rights and Fundamental
Freedoms and its protocols, the 1966 United Nations International Covenant on Civil and Political
Rights and other applicable international human rights treaties and various economic, security and
other interests in the development and use of artificial intelligence;

The ICJ expresses concern at the approach undertaken in the drafting of PP9. This paragraph as drafted
implies that human rights protection and economic, security and other interests are opposing goals that
require balancing. The ICJ strongly contends that this is not the case. In the field of counter-terrorism it
has long been clear that respect of human rights is the best counter-terrorism strategy as highlighted in
several resolutions by the UN General Assembly and the UN Human Rights Council. The right to security
of the person is enshrined in article 5.1 ECHR and article 9.1 ICCPR.

Furthermore, as an organization dedicated to human rights, democracy and the rule of law, it should not
be the priority of the Council of Europe to protect economic, security or other interests over human rights
protection.

The ICJ strongly recommends that this paragraph either be deleted or be rephrased to ensure that all
artificial intelligence outputs must respect human rights law.

L Al technology has been considered at high risk of perpetuating or exacerbating discriminatory practices: CERD, General
Recommendation No. 36, para. 31, and para 32: “There are various entry points through which bias could be ingrained into algorithmic
profiling systems, including the way in which the systems are designed, decisions as to the origin and scope of the datasets on which
the systems are trained, societal and cultural biases that developers may build into those datasets, the artificial intelligence models
themselves and the way in which the outputs of the artificial intelligence model are implemented in practice.” See also, the Consultative
Committee of the Convention on the Protection of Individuals with Regard to Automatic Processing of Personal Data, Guidelines on
Facial Recognition, 28 January 2021, Doc. T-PD(2020)03rev4, p. 5.

2See, CCPR, General Comment No. 29, UN Doc. CCPR/C/21/Rev.1/Add.11, 31 August 2001. See articles 4 ICCPR and 15 ECHR and the European Court of Human Rights’
jurisprudence here https //www.echr.coe.int/documents/Guide Art 15 ENG.pdf .
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Recommendation:

ween Recalling that the development and use
of art/f/cml intelligence must always respect fer-human rights as enshrined in the 1950 Council of
Europe Convention for the Protection of Human Rights and Fundamental Freedoms and its
protocols, the 1966 United Nations International Covenant on Civil and Political Rights and other
applicable international human rights treaties, subject to the provision made by those treaties for
appropriate restrictions on rights, including in the interests of public order and national security,
and for derogatlon in case of publlc emergency threatenmg the life of the nation end-various

Preambulary Paragraph 10 (PP10)

Underlining that the present Convention is intended to complement those conventions in order to
fill in any legal gaps in view of the specific challenges raised by design, development and application
of artificial intelligence systems;

The ICJ suggests that, either in this paragraph or in the explanatory report, a clarification is inserted that
all human rights obligations must be interpreted in light of the text of those treaties and the jurisprudence
of their courts or treaty bodies.

Underlining that the present Convention is intended to complement those conventions in order to
fillin any legal gaps in view of the specific challenges raised by design, development and application
of artificial intelligence systems, and that the human rights obligations therein contained must be
interpreted in light of the jurisprudence of, respectively, the European Court of Human Rights and
the UN Human Rights Committee;

3. Chapter 1: General Provisions

Article 3 - Principle of non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured without
discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age,
religion, political or any other opinion, national or social origin, association with a national minority,
property, birth, state of health, disability or other status, or based on a combination of one or more
of these grounds

In light of the specific objective of this treaty, the ICJ suggest to reflect to include as well discrimination
grounds that are specific to this topic, such as “digital literacy”.

Recommendation:
The implementation of the provisions of this Convention by the Parties shall be secured without

discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age,
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religion, political or any other opinion, national or social origin, association with a national minority,
property, birth, state of health, disability, digital literacy or other status, or based on a combination
of one or more of these grounds

Article 4 — Scope

1. Parties undertake to apply this Convention to design, development and application of artificial
intelligence systems throughout their lifecycle, regardless of whether these activities are
undertaken by public or private actors.

2. The present Convention shall not apply to design, development and application of artificial
intelligence systems used for purposes related to national defense.

The ICJ understands that the current formulation of article 4.2 is based on article 1.d of the Statute of the
Council of Europe according to which “[m]atters relating to national defence do not fall within the scope
of the Council of Europe.”

While it is understandable that the sphere of defence is not under the competence of the Council of
Europe, it is very problematic to exclude systems “developed” for military purposes, even if exclusively.
Technological advances are often carried out at first for exclusive military purposes that later find a civilian
use, sometimes unexpected. More importantly, the fact that the Council of Europe has no competence
on national defence does not mean that its human rights legal framework does not apply to national
defence activities. In fact, all values that this Framework Convention purports to protect, i.e. human rights
and fundamental freedoms, democracy and the rule of law, apply also to cases or situations of national
defence. This is also evident by the fact that article 15 ECHR provides for derogations in times of war.

For these reasons, the exclusion from the scope of this FC of Al systems used for national defence is
misplaced and will likely create a considerable gap in human rights protection. The ICJ therefore
recommends the deletion of Article 4’s second paragraph.

Recommendation:

1. Parties undertake to apply this Convention to design, development and application of artificial
intelligence systems throughout their lifecycle, regardless of whether these activities are
undertaken by public or private actors.

4. Chapter Il : Fundamental Principles

Article 5 — Design, development and application of artificial intelligence systems

Bearing in mind the need to safeguard and uphold human dignity, human rights and fundamental
freedoms, preserve and foster robust and accountable democratic institutions and safeguard the
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rule of law as the institutional basis for assuring both democratic participation and the effective
protection of human rights and fundamental freedoms, in their respective jurisdictions Parties shall:

1. ensure that any research, design, development and application of artificial intelligence systems
or combinations of such systems is compatible with core values of democratic societies. In
particular, Parties shall ensure that such research, design, development and application are not
aimed at undermining or curtailing fundamental rights and freedoms, the functioning of
democracy or the observance of rule of law;

uh LN

ensure a continuous chain of accountability, responsibility and legal liability for any unlawful
harm in respect of design, development and application of artificial intelligence systems
throughout their lifecycle and that appropriate redress mechanisms are available;

6. ensure that, where appropriate, adequate oversight mechanisms as well as transparency and
auditability requirements tailored to the specific risks arising from the context in which the
artificial intelligence system is designed, developed and applied are in place;

The ICJ considers that article 5 requires amendment to be framed in a way reflecting the existing
obligations of States under international human rights law, including under the European Convention on
Human Rights.

First of all, the introductory paragraph should reflect the fact that States do not only have a “need” to
secure human rights but a legal “obligation” to do so. Furthermore, in terms of the type of obligation it
would be advisable to use the ECHR’s terminology of “securing” human rights.

With regard to sub-paragraph 1, the content of the “core values of democratic societies” may be
disputable. In any case it is of primary importance from a legal point of view that the compatibility with
international human rights law be ensured. It is also matter of concern that in the current text the focus
of the control is to the element of intention or aim of the producer of the Al application instead of its
actual impact on human rights. In a system where Al may be self-learning and adaptative, it is unwise to
centralise the system on the “aim” of the producer and not on harm and the effective capacity of such
technologies to be used for — or being cause of - violations and abuses of human rights.

The ICJ appreciates that sub-paragraph 5 addresses the issue of accountability and legal liability. It remains
however concerned that, as currently formulated, it does not reflect States’ obligations under
international human rights law.

International human rights law provides that individuals must be able to access effective remedies and
redress for violations of their human rights occurring both online and offline.!

1 See, UN Special Rapporteur on the promotion and protection of the right to freedom of assembly and association, Annual Report to the UN Human Rights Council,
UN Doc. A/HRC/41/41, para. 15.
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The Council of Europe Recommendation on the human rights impacts of algorithmic systems? affirms that
“States should ensure equal, accessible, affordable, independent and effective judicial and non-judicial
procedures that guarantee an impartial review, in compliance with Articles 6, 13 and 14 of the Convention,
of all claims of violations of Convention rights through the use of algorithmic systems, whether stemming
from public or private sector actors. Through their legislative frameworks, States should ensure that
individuals and groups are provided with access to effective, prompt, transparent and functional and
effective remedies with respect to their grievances. Judicial redress should remain available and
accessible, when internal and alternative dispute settlement mechanisms prove insufficient or when
either of the affected parties opts for judicial review or appeal.”? Remedies should be provided as well by
the private sector that should also allow for collective redress mechanisms, both offline and online and
that should not foreclose access to national judicial bodies.?

While national legal systems may provide judicial remedies via their tort law and civil liabilities systems,
as well as regulations on the responsibility of the producers, Al technology gives rise to complex questions
of jurisdiction, choice of the judicial forum, as well as the causality chain in tort law that would require
regulation at European level to be able to address the global complexity of the phenomenon.

Sub-paragraph 5 currently does not refer to the right to a remedy but only to redress that is one part of
the right to an effective remedy. Furthermore, it refers only to “unlawful” harms. However harm —
including human rights violations — may occur as well from activities or omissions that are considered
lawful under domestic law, yet not in compliance with international human rights law.

The ICJ appreciates the importance given to the issue of oversight mechanisms under sub-paragraph 6. It
however considers that this reference fails to stress the importance of the independence of these
mechanisms.

The UN Human Rights Committee, OHCHR and the Committee of Ministers of the Council of Europe have
called for independent and transparent scrutiny over decisions affecting data and the use of algorithmic
systems.* The UN Special Rapporteur on freedom of opinion and expression has recommended that the
independence of oversight bodies or regulators must be assured and scrupulously respected.®

The Court of Justice of the EU has ruled that “supervisory authorities responsible for supervising the
processing of personal data outside the public sector must enjoy an independence allowing them to
perform their duties free from external influence. That independence precludes not only any influence
exercised by the supervised bodies, but also any directions or any other external influence, whether direct
or indirect, which could call into question the performance by those authorities of their task of establishing
a fair balance between the protection of the right to private life and the free movement of personal data.
The mere risk that the scrutinising authorities could exercise a political influence over the decisions of the

1 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on the human rights impacts of algorithmic systems, adopted by the Committee
of Ministers on 8 April 2020 at the 1373 ¢ meeting of the Ministers’ Deputies.

2 Ibid., 4. 5

3 Ibid., 4.4 on Private Entities. The same is affirmed in paras 1.5.1 — 1.5.2 and 2.5.1 — 2.5.3., Appendix to Recommendation CM/Rec(2018)2, Guidelines for States on
actions to be taken vis-a-vis internet intermediaries with due regard to their roles and responsibilities

4 CCPR, General Comment No. 37, para. 62; A/HRC/39/29, para. 33; A/HRC/48/31, para. 47. Recommendation CM/Rec(2020)1 of the Committee of Ministers to
member States on the human rights impacts of algorithmic systems, adopted by the Committee of Ministers on 8 April 2020 at the 1373 ¢ meeting of the Ministers’
Deputies, para. 4.4. ee also, CAHAI Feasibility Study, para. 43

5 UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, Annual Report to the UN
Human Rights Committee, A/HRC/47/25, paras. 59, 60.
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competent supervisory authorities is enough to hinder the latter authorities’ independent performance

of their tasks.

P

Recommendation:

Bearing-in-mind-the-need In light of the obligations of States-to safeguard and uphold human
dignity, to secure human rights and fundamental freedoms, preserve and foster robust and
accountable democratic institutions and safeguard the rule of law as the institutional basis for
assuring both democratic participation and the effective protection of human rights and
fundamental freedoms, in their respective jurisdictions Parties shall:

1.

uh LN

ensure that any research, design, development and application of artificial intelligence
systems or combinations of such systems is compatible with international human
rights law and with other core values of democratic societies. In particular, Parties
shall ensure that such research, design, development and application are not aimed at
or do not result in undermining or curtailing fundamental rights and freedoms, the
functioning of democracy or the observance of rule of law;

Ensure that everyone has access to an independent, impartial and effective remedy,
including via judicial mechanisms, against violations of human rights in respect of
design, development and application of artificial intelligence systems throughout their
lifecycle by ensuring a continuous chain of accountability, responsibility and legal
liability for-any-untawful-harm and that appropriate redress is mechanisms-are
available;

ensure that, where-approprigte; independent, transparent and adequate oversight
mechanisms as well as transparency and auditability requirements tailored to the
specific risks arising from the context in which the artificial intelligence system is
designed, developed and applied are in place;

Article 7 — Procedural safeguards

1. Parties shall ensure that, where appropriate, the usage of an artificial intelligence system is
duly recorded and communicated to the artificial intelligence subjects concerned. The exercise
of the right of access to the relevant records, including the grounds on which it may be
exercised, shall be governed by domestic law;

2. Parties shall also ensure that in cases where artificial intelligence system substantially informs
or takes decision(s) affecting human rights and fundamental freedoms, legal rights and
interests, the artificial intelligence subject in question is informed about the application of an

1 Judgment of 9 March 2010 (Grand Chamber), Commission v Germany (C-518/07, EU C 2010 125) 5. See also, Judgment of 16 October 2012 (Grand Chamber),
Commission v Austria (C-614/10, EU C 2012 631) “The fact that such an authority has functional independence in so far as its members are independent and are not
bound by instructions of any kind in the performance of their duties is not by itself sufficient to protect that supervisory authority from all external influence. The
independence required in that connection is intended to preclude not only direct influence, in the form of instructions, but also any indirect influence which is liable
to have an effect on the supervisory authority’s decisions.”
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artificial intelligence system in the decision-making process and that there is a right to human
review of such decisions.

3. Parties shall ensure that, where appropriate, relevant explanations and justifications are
offered by the artificial intelligence provider and/or user in plain, understandable, and coherent
language and are tailored to the context. Such communication shall contain sufficient
information in order to provide the artificial intelligence subject in question with an effective
possibility of challenging the decision(s) affecting the subject’s human rights, legal rights and
interests insofar as any use of artificial intelligence technology is concerned.

4. Parties shall ensure that any person has the right to know that one is interacting with an
artificial intelligence system rather than with a human and, where appropriate, shall provide
for the option of interacting with a human in addition to or instead of an artificial intelligence
system.

5. The exercise of the rights set out in paragraphs 1 to 4, including the grounds on which they may
be exercised, shall be governed by domestic law.

The ICJ considers that article 7 appears to apply a minimalistic approach to procedural safeguards. Further
research and reflection of the procedural safeguards already existing under international human rights
law should be undertaken to properly reflect this in the FC and assist States in their regulation of Al.

For example, in light of the right to privacy, including data protection, it is not possible to provide States
and companies with the level of discretion that the clause “where appropriate” will imply. The restrictions
to the right to access one’s information and to know whether and how they have been used are clearly
set out in article 8.2 ECHR and article 17.2 ICCPR and cannot be extended further. The “where
appropriate” qualification in sub-para 4 also provides insufficient clarity on protection of procedural rights
including under Articles 6 and 13 ECHR.

Finally paragraph is misleading in that it implies that domestic law is the only body governing the exercise
of these procedural rights. This is incorrect. International human rights law is the legal source of these
rights and domestic law implements them. As currently formulated, the paragraph would lead to the
dismissal of all jurisprudence of the European Court of Human Rights or of the UN Human Rights
Committee in the interpretation of human rights. The ICJ considers that paragraph 5 was likely referring
to the principle of legality and therefore should be reformulated accordingly.

Recommendation:

1. Parties shall ensure that, where-appropriate; the usage of an artificial intelligence system is duly
recorded and communicated to the artificial intelligence subjects concerned. The exercise of the
right of access to the relevant records, including the grounds on which it may be exercised, shall
be governed by domestic law;

2. Parties shall also ensure that in cases where artificial intelligence system substantially informs or
takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests, the
artificial intelligence subject in question is informed about the application of an artificial
intelligence system in the decision-making process and that there is a right to human review of
such decisions.
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3. Parties shall ensure that,-where-apprepriate; relevant explanations and justifications are offered
by the artificial intelligence provider and/or user in plain, understandable, and coherent language
and are tailored to the context. Such communication shall contain sufficient information in order
to provide the artificial intelligence subject in question with an effective possibility of challenging
the decision(s) affecting the subject’s human rights, legal rights and interests insofar as any use
of artificial intelligence technology is concerned.

4. Parties shall ensure that any person has the right to know that one is interacting with an artificial
intelligence system rather than with a human and, wherever needed to ensure procedural
fairness and protection of human rights where—appropriate; shall provide for the option of
interacting with a human in addition to or instead of an artificial intelligence system.

5. Fhe Any domestic regulation on the exercise of the rights set out in paragraphs 1 to 4, must be
prescribed by law in } H i h .
domestictaws

Article 8 — Restrictions

Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4 may be provided for
by law where necessary and proportionate in a democratic society in the interests of national
security, public safety or the economic well-being of the country, for the prevention of disorder or
crime, for the protection of health or morals, or for the protection of the rights and freedoms of
others.

The ICJ is extremely concerned that the scope of article 8 unduly extends the grounds for restriction of
the exercise of the right to an effective remedy.

In addition to the right to respect for private life — as the ICJ understands that the grounds for restrictions
drafted originate from article 8.2 ECHR — the right to an effective remedy under article 13 ECHR and the
right to access a court under article 6.1 ECHR are also affected by the procedural rights under article 7 FC.

These two rights do not allow for restrictions in the same way as Article 8 ECHR and therefore cannot be
subsumed under this clause.

Furthermore in order to be consistent with Article 8 ECHR, it should be clear that the standards of
prescription by law and necessity are mandatory rather than enabling — i.e. that restrictions that do not
meet these criteria are not permissible.

Recommendation:

Restrictions on the right to respect for private life under Article 7 paragraphs 1 to 4, mey must be
provided for by law, and must be where necessary and proportionate in a democratic society in the
interests of national security, public safety or the economic well-being of the country, for the
prevention of disorder or crime, for the protection of health or morals, or for the protection of the
rights and freedoms of others.
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6. Chapter Ill: Risk and impact assessment and related measures

Article 14 - Prohibited artificial intelligence practices
The following artificial intelligence practices shall be banned:

1. the use of artificial intelligence systems by public authorities using biometrics to identify,
categorise or infer emotions of individuals;

2. the use of artificial intelligence systems for social scoring to determine access to essential
services leading either to (a) detrimental or unfavourable treatment of certain natural persons
or whole groups in social contexts which are unrelated to the contexts in which the data was
originally generated or collected, or (b) detrimental or unfavourable treatment of certain
natural persons or whole groups that is unjustified or disproportionate to their social behaviour;

3. any other use of artificial intelligence systems by public authorities for such purposes as are not
compatible with core values of democratic societies, do not pursue a legitimate aim and are
not necessary in a democratic society.

While welcoming the prohibition of these Al practices, yhe ICJis concerned that the use of biometrics is
prohibited only for the purpose of categorizing or inferring emotions. Several international authorities,
including the UN High Commissioner for Human Rights, have called for a moratorium on the use of
potentially high-risk technologies such as remote real-time facial recognition unless and until it is ensured
that their use cannot violate human rights.*

Indeed, the UN High Commissioner for Human Rights has called on States to “[e]xpressly ban Al
applications that cannot be operated in compliance with international human rights law and impose
moratoriums on the sale and use of Al systems that carry a high risk for the enjoyment of human rights,
unless and until adequate safeguards to protect human rights are in place.”?

With regard to “social scoring to determine access to essential services”, the ICJ underlines that, in
general, “essential services”, such as health services, education, courts, are implementations of
obligations States have to secure civil, cultural, economic, political and social rights. They cannot therefore
discriminate on the basis of social scoring and the criteria enshrined in paragraph 2.

With regard to paragraph 3, such a general clause should be brought in line with the categories of
international human rights law. Furthermore this protection should also extend to uses by private
entities, since States already have obligations to ensure that private entities or individuals do not violate
the rights of others (ECHR positive obligations).

Recommendation:

The following artificial intelligence practices shall be banned:

L UN High Commissioner for Human Rights, op. cit. fn 5, para. 45. See, also, para. 59; Consultative Committee of the Convention on
the Protection of Individuals with Regard to Automatic Processing of Personal Data, Guidelines on Facial Recognition, 28 January
2021, Doc. T-PD(2020)03rev4, p. 5. See also, CAHAI Feasibility Study, para. 43.

2 UN High Commissioner for Human Rights, The Right to Privacy in the Digital Age, UN Doc. A/HRC/48/31, 13 September 2021, para.
59
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the use of artificial intelligence systems by public authorities using biometrics to identify
individuals and/or to categorise or infer emotions of individuals;

the use of artificial intelligence systems for social scoring to determine access to essential
services teading-ei i 1

compatible with core values of democratic societies, are not prescribed by law do not pursue
a legitimate aim and are not necessary in a democratic society nor proportionate to the aim
pursued.

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk

Parties shall take such measures as are aimed at:

1.

minimizing and, to the extent possible, preventing any unlawful harm or damage to human
rights, fundamental freedoms, legal rights and interests of natural or legal persons, democratic
institutions and processes, the administration of justice, public health and the environment,
which could result from the inappropriate application of artificial intelligence systems; ...

In light of the binding nature of States’ obligations under international human rights law, that include the
“duty to prevent” human rights violations, the ICJ considers that point 1 of article 15 as currently drafted
falls short of current human rights obligations under Council of Europe and UN human rights instruments.

Furthermore, a finding of a potential or actual violation of a human right cannot be linked with the
intention of the producer or the user — this being more a category for criminal or tort law — but solely on
its impact on the individual’s rights.

Recommendation:

Parties shall take such measures as are aimed at:

1

minimizing-end—to-the-extent possible; preventing any wrlawful-hermordamage-te violation
of human rights, fundamental freedoms, and unlawful harm or damage to legal rights and
interests of natural or legal persons, democratic institutions and processes, the administration
of justice, public health and the environment, which could result from the inappropriate
application of artificial intelligence systems; ...

7. Chapter IV: Follow-up mechanism and cooperation
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The ICJ considers that the follow up mechanism proposed, i.e. a Conference of the Parties, presents
several shortcomings and is not adapted to the subject matter of the Convention.

Artificial intelligence is a highly technical subject and, if this Framework Convention is to be given any
proper and effective guidance to its State Parties, expert advice is going to be sorely needed. A Conference
of Parties composed by State delegates is not the place appropriate to provide such expertise.
Furthermore, it does not have the independence required to deal with this issue objectively.

For these reasons, the IC) recommends that a Committee of Independent Experts based on the model of
GREVIO be established under the FC.

Istanbul Bar Association

General comments

Generally, the Draft gives the impression that it is inspired by the draft European Union Al Act at various
points. While it mostly covers the protection of human rights, democracy, and rule of law, because of this
inspiration, it is thought that some points are not within the scope of this draft Convention.

Article 2 — Definitions

Itis very appropriate to aim that the definition both comply with the principle of certainty and are suitable
for possible technological developments, but it is just as difficult to do so. On the other hand, introducing
definition such as “artificial intelligence system”, “provider” and “user” with an international Convention
may be problematic; it is thought that it would be appropriate to deal with it in accordance with national
regulations. Terms such as "lifecycle" may also need to be reconsidered in the light of new developments

and should be evaluated by taking such situations into account.

Article 3 - Principle of non-discrimination

Although discrimination is specifically included, it can be expanded to include other fundamental rights,
or it can be considered that this right and other rights be evaluated together, since it cannot be prioritized
among rights.

Article 7 — Procedural safeguards

Although the right to object is included in the regulations regarding the protection of personal data, it is
thought that it also should be regulated as a right in Al field.
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Article 8 — Restrictions

Recognition of a wide list of restrictions and making it with "national interest, public security, economic
security" and similar open-ended concepts could bring discussions both in practice and in doctrine. It is
emphasized in the Explanatory Report that these restrictions will be applied in a very limited number of
cases. We would like to point out that the wording of the Article has a very wide application possibility
that it can have a risk to abuse in practice by states.

Article 11 - Risk and impact assessment

Determining the methodology to be used while taking the "prohibitions" and "measures" will require a
separate evaluation, especially in the context of fundamental parameters and "proportionality" in human
rights violations.

Article 13 — Measures in respect of artificial intelligence systems posing
unacceptable levels of risk

Prohibited and unacceptable Al gives the impression that they correspond to the similar issue, but the
regimes they are subject to are different. It should be clarified. Similarly, it is also thought that the scope

of significant Al should be determined in more detail. Because these differences should be determined in
a way that leaves no room for doubt as they may require different responsibilities and obligations.

Article 14 - Prohibited artificial intelligence practices

In the first paragraph, a limited exception to policing practices such as public safety can be considered.
On the other hand, it is considered that it is necessary to clarify why the public emphasis is placed in
paragraphs 1 and 3. Because, in these matters, it may be considered to impose obligations on the states
regarding the measures to prevent the violations of rights that may be caused by the practices in the
private sector. Besides, the phrase of “any other use of artificial intelligence systems” should be clarified,
as it could indicate very general framework in practice.

Article 15 — Measures in respect of artificial intelligence systems and
combinations of such systems posing significant levels of risk

The issues mentioned in the Explanatory Report on online platforms can be reminded as positive
obligations of states.

Chapter IV: Follow-up mechanism and cooperation

As a suggestion: the National Supervisory Authority (NSA), which is envisaged to be established in each
country, could draw up and present annual or biennial reports on the practices and activities in its country.
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In this perspective, the establishment of a European authority within the COE may provide a solution at
the management stage. Members of this authority could be selected from experts by the Consultation of
the Parties (CP). The Authority in question will be able to make recommendations to CP based on practices
and activities. This will be its main function. It will not have the authority to supervise or instruct the NSAs.

There will be a twofold benefit:

1) At the national level, the NSA could be formed and worked more seriously. It is important to have
accountability, at least partially. On the other hand, the absence of clear instructions or supervision could
not undermine independence.

2) At the European level, such an authority would be very beneficial in terms of developing proposals in a
new field, determining the best-practice, and a broad application unity. It could also contribute to the
active work of CP.

Article 21 — Revision of the Appendix

The procedures in the Article 21 and 22 should be clearly defined, such as the quorum for decision. Or, if
the general meeting procedure of the Council is to be adopted, it may be pointed out at certain points.

Article 25 - Territorial application

Article 25, entitled "Territorial Application", recognizes "the power to determine in which region or
regions in its territory the Convention shall apply". In the Explanatory Report, while explaining the Article
25, it was stated that this determination "cannot include a regional designation, contrary to the purpose
of the Convention, without a legally valid reason". It is obvious that the expression in the Report is open
to criticism. We are of the opinion that it has been sufficiently experienced by the legislators that the use
of an ambiguous concept such as "legally valid justification" may render the application of the Convention
dysfunctional.
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