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the need for there to be coherence amongst the draft legislative instruments which are being proposed 

by different legislative bodies with respect to AI. Lastly, Malta takes the opportunity to once again express 

its opinion that the legislative instruments being proposed go beyond regulating AI, into regulating 

particular activity, such as social scoring and high-risk operations. While we agree that such activity should 

be regulated, it is out of place in the regulation of technology. In addition, the proposed legislative 

instruments are too technology specific, in the sense that it is not the activity that is being banned or 

limited, but the use of AI in that activity. 

 

Sweden 

Preamble 

We would like to ask for clarifications regarding the formulation on the balance between interests, 

specifically between “various economic, security and other interests” and the respect for human rights. 

One understanding could be that the interest and respect for human rights should be superior to other 

interests insofar as this instrument/framework is concerned.  

 

Article 5 - Design, development and application of artificial intelligence systems 

We appreciate that the Draft Explanatory Report specifically mentions the so-called ”margin of 

appreciation” with regard to these matters. 

Paragraph 2 

We note that while section 19 in the Draft Explanatory Report (corresponding to article 5.1) includes a 

motivation for the inclusion of “research” in Article 5.1, such a motivation is missing with regard to the 

inclusion of “research” in Article 5 2. We also note that “research” is excluded in Article 5.3 and the rest 

of Article 5. Thus, we would like to ask for further elaborations on the choice to include research in Article 

5.2 but not in 5.3 nor the remaining sub-articles of Article 5.   

Paragraph 3 

We welcome that the importance of the principle of equality and the risk of discrimination is explicitly 

mentioned and underlined in relation to implementation and use of AI, and especially what is stated in 

the Draft Explanatory Report in sections 21, 22, 24 and 25. 

 

Article 11 - Risk and impact assessment 

We would like to ask if any assessment or analysis has been done regarding the administrative burden 

brought on by the risk and impact assessment as specified in Article 11. The administrative burden is often 

a point of concern, especially in relation to innovation and technological development.  
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Article 12 - Measures in respect of artificial intelligence systems posing 

significant levels of risk 

Paragraph 1 

We would like to ask for the reasoning behind the formulation ”to apply all necessary preventive and 

mitigating measures” compared to, for instance, ”to apply sufficient preventive and mitigating measures” 

or similar.  

Article 14 - Prohibited artificial intelligence practices 

We would like to ask for the motivation behind why these specific systems/areas of application (Art 14.1 

and Art 14.2) have been included. In the corresponding section in the Draft Explanatory Report (section 

57), it is stated that this provision gives ”a few examples of the systems which may require particular 

attention” which does not give the impression that the choice to include these specific systems is definite. 

If the actual systems to be included under prohibited practices are to be determined at a later stage, how 

will that process work?  

 

 

Switzerland 

General comments 

• Building on existing regulation: The convention should build on existing international law, 
expanding and concretizing it only where necessary.  

 

• "Technology Neutrality”: Wherever possible, the convention should focus on regulating the 
potentially negative and undesirable effects of AI, and not the "technology" AI per se.  

 

• Distinction between government and private responsibility: The convention should take into 
account the different responsibilities of public and private actors and, where appropriate, set 
specific requirements for government use of AI. 

 

• Strengthening human rights, democracy and the rule of law while being innovation-friendly: 
The convention should be exemplary in terms of human rights, democracy and the rule of law and 
strengthen these. At the same time, the convention should also emphasize the opportunities of 
AI and be designed in such a way that it promotes innovation and does not "stifle" it. 

 

• Impact assessment: The convention should not only focus on a prior ("ex-ante") risk assessment 
of the applications of AI, but also include impact assessment considerations. 

 

• Implementation mechanisms: To guarantee the effectiveness of the convention, it should 
provide for implementation mechanisms. States should be given as much leeway as possible in 
designing national mechanisms.  
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- For clarity, each phase in the lifecycle should be named. For instance, what is included in the 

"design" phase? 

- Data handling/usage is critical to include in the lifecycle. 

- It is important that the AI lifecycle includes even the initial stages where data is collected and 

labeled, as it is known from experience that even these stages may create biased AI systems. (E.g.: 

In the case where an AI system is being developed to summarize data and put together a report 

regarding crimes, if the data is predominantly collected from areas where vulnerable 

groups/minorities are residing, this would result in the AI system putting together reports 

“showing” that such vulnerable groups/minorities are the ones that are committing crimes the 

most. Same is true for incorrectly labeling data, whether or not it is collected in the right manner.)  

- It is equally important that the instrument covers the post-application phase, as the AI systems 

can be used in a way to violate human rights, democracy and rule of law even after 

decommissioning.  

- Additionally, it should be borne in mind that, especially due to the widespread usage of ML/DL, 

even after decommissioning, data collection, labeling, training and AI model changes can still be 

made, which could in turn make it difficult to precisely draw the line as to where the lifecycle 

ends.  

As such, we propose to use the term “lifecycle” and improve the definition in line with the explanations 

above. 

II) REGARDING SECTORS 

It is seen throughout the document that sectors to which certain provisions apply are specified as “public 

and private sectors”. In such parts, NGOs should also be mentioned to avoid confusion. 

III) CAHAI OUTPUTS 

The initial version of the Zero Draft appears to be addressing the issues from a very high-level perspective. 

If the instrument is aimed at being developed into a legally binding instrument, it would better serve this 

purpose to address these issues at a more micro level. We had reached this level during the mandate of 

CAHAI, through extensive debates of Member States and all the issues were specifically addressed. As 

such, we are of the opinion that it would be more beneficial to integrate CAHAI’s work in CAI’s draft. This 

is especially important for the provisions as regards the risk levels and ban/moratorium of certain AI 

systems.  

Lastly, we understand that what is meant by the title “Methodology for risk and impact assessment of 

artificial intelligence systems” at the Appendix section of the Zero Draft, is the CAHAI PDG’s HUDERIA 

framework. If that is not the case, we propose to refer back to this document. 

 

Article 1 – Purpose and object 

Paragraph 2  

2. Each Party shall take the necessary measures in its domestic legislation to give effect to the 
principles, rules and rights set out in this Convention. The Council of Europe shall support and 
encourage the Parties to implement this Convention. 
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OBSERVER STATES  

Japan 

(1) Article 4 
-The "scope" in Article 4 seems to be unclear and too broad. 
-As for the exemption of national security/defense in Article 4.2, it is questionable if, at the stage of 
design and development, a sharp distinction can be made between intended applications, considering 
the fact that, in general, artificial intelligence systems are applicable as dual-use technology. 
-The article 4.2 of the Convention excludes from its scope “design, development and application of 
artificial intelligence systems used for purposes related to national defense”. What does the usage of 
“national defense” imply, especially in comparison to “national security” which has a broader 
implication? 
 
(2) The following provisions seem to be too ambitious, and their feasibility and implementation seem 
to be doubtful. 
Article 5.5, 5.7, 5.8 
Article 6.2 
Article 7.2, 7.4 
Article 11.1 
Article 13.1, 13.2 
Article 14.1, 14.2, 14.3 
Article 18.1, 18.2, 18.3, 18.4 
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that design, development and application of artificial intelligence systems is fully consistent with 

respect for human rights, the functioning of democracy and the observance of rule of law.”  

 

2. Repeated reference to the functioning of democracy and core democratic values throughout the 

Draft are welcomed. The CDDG has highlighted in its previous contribution to the CAHAI that it is 

essential that the use of AI systems does not undermine the functioning of democracy. This includes 

strengthening of democratic institutions as well as a need to safeguard democratic processes and 

democratic participation.  
 

3. Democracy is based on two cornerstone assumptions, i.e. that citizens have both agency (capacity 

to form an opinion and act on it) and influence (capacity to effect decisions made on their behalf). 

AI can strengthen but, depending on how it is used, can also become a threat to both these 

assumptions.  
 

4. In recent years, democratic processes and freedom of agency have come under pressure among 

others due to micro-targeting, profiling or manipulation of content in elections, use of bots and 

various social media manipulation techniques, disinformation campaigns and other digitally 

enhanced interferences in electoral processes etc. The use of AI systems in this context could 

further aggravate the situation. The Draft should therefore explicitly address the protection of 

inclusive and participatory democratic processes, along with reference to fostering robust and 

accountable democratic institutions (Art. 5), including in respect of protection against various forms 

of manipulation which AI systems fuelled by big data and big processing power (including big 

nudging) can bring.  

 

5. Citizens’ influence, including through direct participation in deliberations and decision making, is 

also a cornerstone of democracy. A fair and accessible public debate on the use of AI systems and 

its societal implications should be encouraged, as it contributes to an informed public able to 

participate, and has the potential to enhance trust in the actions of public authorities. AI is however 

but one tool at the disposal of decision makers and should not be overused or abused, as 

government should remain “of the people, by the people, for the people”. More emphasis could be 

given to ensuring democratic participation in general and enabling public debate in particular. 

Openness and transparency on the use of AI systems and explainability might be considered as 

guiding principles for such public debate. Furthermore, public debate should not be limited to areas 

of significant risk (Art. 15(c)).  

 

6. The introduction of an article devoted to ensuring proper accountability, responsibility, and legal 

liability of the public sector, including private actors that act on behalf of the public sector is timely. 

The scope of Art. 6 could be broadened to include design and procurement as areas to be covered, 

thus not limiting accountability, responsibility and legal liability to the areas of deployment and 

application. 

 

7. In its current terms of reference, the CDDG is tasked with preparing a Handbook on the use of 

digital technologies and artificial intelligence by the public administration. Work to this effect will 

start in 2023 and any relevant insights and findings will be shared with the CAI in due course.  
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1. Parties shall ensure that the fundamental questions raised by the research design  development 

and implementation of artificial intelligence systems are the subject of appropriate public 

discussion in the light, in particular, of their implications for human rights, rule of law and 

democracy  and that their possible application is always made the subject of appropriate 

meaningful and inclusive consultation. 

2. Parties shall ensure that all interested parties  groups and individuals enjoy equal and fair access 

to public debate and inclusive democratic processes, taking, in particular, due account of the 

relevant implications of the technological developments in the area of artificial intelligence and 

the role of public and private entities that help shape the public debate in their respective 

jurisdictions. 

Article 210 – Amendments 

Paragraph 1 

1. Amendments to this Convention may be proposed by any Party, the Committee of Ministers of 
the Council of Europe or the Convention committeeConsultation of the Parties. 
 

Paragraph 2 

2. Any proposal for amendment shall be communicated by the Secretary General of the Council of 
Europe to the Parties. 
 

Paragraph 3 

3. Moreover, any amendment proposed by a Party, or the Committee of Ministers, shall be 
communicated to the Convention committeeConsultation of the Parties, which shall submit to 
the Committee of Ministers its opinion on the proposed amendment. 
 

Paragraph 4 

4. The Committee of Ministers shall consider the proposed amendment and any opinion submitted 
by the Convention committee Consultation of the Parties and may approve the amendment.  

 

Article 221 – Revision of the Appendix 

Paragraph 1 

1. The methodology for risk and impact assessment of artificial intelligence systems contained in the 
Appendix shall be regularly examined by the Consultation of the Parties Committee of Parties and, 
as necessary, revised, as provided for in Article 16 , paragraph 51, bd.  
 

Paragraph 2 

2. The Consultation of the Parties Committee of Parties may adopt any revision to the methodology 
for risk and impact assessment of artificial intelligence systems contained in the Appendix by 
unanimity and shall communicate such revision to the Secretary General of the Council of Europe. 
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Article 232 – Dispute settlement 

In the event of a dispute between Parties as to the interpretation or application of this Convention which 
cannot be resolved by the Consultation of the Parties Committee of Parties  as provided for in Article 16 , 
paragraph 51, de, they shall seek a settlement of the dispute through negotiation or any other peaceful 
means of their choice, including submission of the dispute to an arbitral tribunal whose decisions shall be 
binding upon the Parties to the dispute, or to the International Court of Justice, as agreed upon by the 
Parties concerned.  
 

 

 

European Commission Against Racism and Intolerance (ECRI) 

General comments 

We make this submission to the Committee on Artificial Intelligence (CAI) regarding the Zero Draft 

(Framework) Convention on Artificial Intelligence, Human Rights, Democracy and the Rule of Law - 

Proposal by the Chair, based on the mandate of the European Commission on Racism and Intolerance 

(ECRI) and drawing on ECRI’s previous work in this area. 

On behalf of ECRI, we welcome this substantial and well-balanced draft, in particular because it addresses 

some of its key concerns. Above all, it is positive to see: 

• the binding nature of this proposed instrument, 

• the overall scope of the convention: the text is dealing with all aspects of AI from the design of 
the AI systems to their development and application; 

• the dynamic nature of the convention: AI is a highly evolving and versatile technology, therefore 
we are pleased that the convention sets the stage for quick adaptations of the legal framework 
established, as well as for additional sectorial specific regulations; 

• the obligation for member states to put in place effective compliance monitoring mechanisms,  
 

and more specifically, regarding non-discrimination/equality, to see that  

• the principle of non-discrimination is defined using a broad and open list of anti-discrimination 
grounds; 

• discrimination/equality issues are not only expressly mentioned as problems for member states 
to remedy (art. 5 par 3), but listed among the major risks of AI (art. 15 lit. d, in particular 
exacerbation of adverse effects); 

• social scoring methods to determine access to essential services, when certain vulnerable persons 
or groups are at risk of harm, are banned (art. 14 par. 2). 
 

Thus said, we feel compelled to highlight four negative aspects of the draft:  

• we regret that more stricter rules apply only to the public sector (art. 6), as we are convinced that 
discrimination in the private sector is no less frequent nor damaging; 
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Microsoft 

INTRODUCTION 

Working with European and global customers and partners, we witness the wide range of ways 

organizations are innovating with AI. AI enables the creation of new products and services and improves 

those currently available. It also plays a role in helping to tackle key societal challenges. Put simply, AI has 

the potential to transform our society and every sector in it, from agriculture to healthcare, education, 

and the environment. 

We also recognize that the increasing deployment of AI systems raises questions around how to ensure 

this powerful new technology can be used in a way that is responsible and ensures that potential harms 

are mitigated. That’s why Microsoft continues to build out its own responsible AI program1 and shares 

externally the lessons learned from this program to help inform responsible use, including our Responsible 

AI Standard2 and impact assessment template for our development and use of AI.3 As part of this work, 

we have also long supported the goal of creating a regulatory framework for AI, including in Europe, that 

sets common guardrails for high-risk scenarios. 

Over a year ago, the European Commission led the way by publishing its landmark proposal on regulating 

AI. It is an ambitious and important step towards making trustworthy AI the norm in Europe and beyond; 

we support the AI Act’s vision and goals. Thoughtful regulation of AI that ensures it is used in a way that 

is fair, safe and rights respecting can propel Europe into a hub for innovation and human-centric AI 

deployment. At the same time, we must ensure regulatory frameworks can be effective in addressing the 

breadth and variety of the AI ecosystem and the rapid development of the technology. 

Microsoft similarly applauds the Council of Europe, through the Committee on Artificial Intelligence 

(henceforth CAI), for its leadership in developing a Framework Convention on Artificial intelligence, based 

on the Council of Europe’s standards on human rights, democracy and the rule of law. The ‘Zero Draft’ of 

the Framework Convention carefully builds upon work that has been done over a period of many years in 

other domains to address legal gaps that arise from the design, development and deployment of modern 

AI systems. 

We have previously offered comments on the Council of Europe’s initiative, based on the lessons we have 

learned from working with customers and from our own journey building out an internal responsible AI 

 
1 The building blocks of Microsoft’s responsible AI program - Microsoft On the Issues 
2 Microsoft's framework for building AI systems responsibly - Microsoft On the Issues 
3 Responsible AI principles from Microsoft 
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program. We are grateful for the opportunity to continue to submit suggestions and share our knowledge 

in support of this initiative. 

In short, Microsoft supports the broad direction of the Framework Convention. We welcome the 

objectives set forth therein to advance AI principles grounded in human rights, narrow the gap between 

public and private sector regulatory requirements, and set a common risk-based approach and impact 

assessment methodology with regards to the design, development, and deployment of AI systems. We 

also welcome the inclusion of (multi-) stakeholders in raising awareness within the AI community and 

beyond regarding the societal impact of AI and the promotion of the industry’s use of evidence-based 

public deliberations. Finally, we support the CAI’s drawing the attention of the Parties of this Convention 

to the need to promote digital literacy and skills. We urge the Council of Europe’s CAI and Parties to 

preserve these elements as the Framework Convention on AI moves through this drafting process. 

Our substantive comments below focus on advancing the Framework in a manner that reflects the 

realities of the AI ecosystem. Our comments are aimed at strengthening the existing draft by ensuring 

that it helps: 

1. address the context specific nature of AI risk by allocating responsibilities across providers1 and users 

of AI systems to identify and address AI risk, to ensure responsibilities for mitigation sit with the party 

best placed to satisfy them. 

2. advance a risk-based approach focused on outcomes setting out what organizations should achieve, 

rather than how they achieve it. 

3. advance impact assessments and system testing to further transparency and accountability and ensure 

AI systems are developed and deployed in a fair, safe and rights-respecting way. 

SUBSTANTIVE COMMENTS 

1. Risk and impact assessments 

From the outset, the ‘Zero Draft’ Framework centres the evaluation of the risk on undertaking a risk and 

impact assessment (Article 11) as well as respective mitigation measures for systems posing significant 

levels of risk (Article 12). We welcome this risk-based approach, and we endorse the focus on an impact 

assessment process, which is an important, guided process that organizations can use to identify and 

address AI risk. The impact assessment should include an assessment of potential negative impacts of the 

system on individuals across society, not just those using the system. 

Articles 11 and 12 propose that the Parties adopt a methodology by which to identify, analyze and 

evaluate risk posed by AI systems to human rights, democracy, and the rule of law, and require that 

providers and users “apply all necessary preventive and mitigating measures” where the results of that 

assessment indicate an AI system poses “significant risk”. We encourage the CAI to consider the many 

 
1 We use the terms developers  and providers  as well as users  and deployers  interchangeably for the purpose of these comments to the 

Zero Draft  of this Framework Convention.   



CAI(2022)09 

72 
 

other efforts underway - across legislators, standards bodies, multilateral groups, and innovators, among 

others - to develop methods by which to assess AI-related risk, and to align to and support these efforts 

in a way that ensures organizations can effectively identify risks of potential harms and mitigate them. 

We urge the CAI to consider that a chosen assessment methodology must have the ability to account for 

the wide variety of AI systems and their many different contexts of use. 

We would suggest that Article 11 emphasize the broad principles governing risk analysis - for example, 

requiring that actors throughout the AI system's life cycle commit to analyzing risks specific to the context 

of the AI system's actual use (on the user side) or intended use (on the provider side). Article 11 might 

also be amended to identify the specific risks that providers and users should account for, including those 

human rights, democratic functioning, and rule of law, so that stakeholders might take an outcomes-

based approach when organizing their risk-management procedures. Further, Article 12 should also be 

revised to make it clear that the mitigation measures to be deployed should be those that are reasonable, 

effective, and appropriate to the context of use. 

We would encourage CAI to continue to help advance the use of impact assessments to frame risk 

identification and mitigation and believe that developers and deployers should conduct assessments 

relating to the respective development and deployment parts of the lifecycle. Impact assessments should 

include the following, with responsibilities delineated between developers and deployers: 

Developers 

• A system’s purpose and its intended benefits. 

• An analysis of potential harms and whether the system may potentially negatively impact 

individuals implicated by the system. 

• Mitigation strategies for potential harms that may occur to those negatively impacted by the 

system. 

• Known system limitations. 

• How the system was evaluated, including information about the evaluation methods and results. 

• Developers should share information based on this assessment with deployers to help inform 

responsible deployment decisions. 

Deployers 

• The specific use case for a system and an assessment of how the system will help solve the 

problem it is being applied to. 

• If a system deployment is “high-risk”, i.e., being used for consequential decisions that may 

implicate life opportunities, safety or human rights and should therefore be subject to additional 

safeguards to ensure responsible performance and regulatory compliance. 

• A scenario specific analysis of potential harms and potentially negative impacts to stakeholders. 

• Mitigation strategies for potential harms identified. 



CAI(2022)09 

73 
 

• Information about operational testing, including how the system was evaluated in the 

environment in which it is going to be used with information about the evaluation methods and 

results provided. 

Microsoft also believes that in determining which AI systems should be subject to risk assessment, it is 

important to identify higher-risk AI systems and focus safeguards on these systems to ensure use is fair, 

safe and rights-respecting. Higher-risk systems are those that would be used for consequential decisions 

that may impact a person’s: 

• Legal status, legal rights or access to opportunities including in relation to decisions taken in the 

criminal justice system and access to opportunities like credit, education, employment, housing, 

and public services. 

• Physical or psychological safety, including mental wellbeing and physical health and safety. 

• Human rights, including civil liberties and democratic freedoms. 

Finally, we note that the ‘Zero Draft’ encourages Parties to establish artificial intelligence regulatory 

sandboxes to facilitate the development and testing of innovative AI systems under strict regulatory 

oversight before these systems are placed on the market or otherwise put into service. Beyond this 

reference, however, there is no mention of testing in the Framework. We urge the CAI to endorse the 

need for continuous testing as part of ensuring systems are performing appropriately for a chosen use 

case. This includes developers testing systems against established benchmarks during development and 

deployers testing systems in operational conditions prior to deployment and conducting ongoing 

monitoring of systems. 

2. Design, development, and application of artificial intelligence systems 

We note the CAI’s intent to establish a set of fundamental principles which should inform the Parties’ 

approach to the regulation of artificial intelligence systems (Art. 5). We welcome this principles-based 

approach. Indeed, Microsoft itself deploys such an approach in our own design, development, and 

deployment of AI systems. We have shared these principles publicly, and more recently have published 

our Responsible AI Standard that is guiding product development towards more responsible outcomes 

while respecting enduring values like fairness, reliability and safety, privacy and security, inclusiveness, 

transparency, and accountability. Our Responsible AI Standard is grounded on these core principles. 

We encourage the CAI to explicitly recognize - in Article 5 or elsewhere in the draft Framework - the 

important principle that the responsibilities to mitigate risk must be allocated appropriately across the AI 

system value chain. Developers of AI systems, for example, will generally be best placed to identify and 

address risks arising in the design and development phase, including testing the system to make sure that 

it is performing appropriately and can be used responsibly, while AI system deployers will be best suited 

to identify and address those risks that vary depending on the scenario in which the AI system is used and 

the affected population. Given the scenario specific, “sociotechnical” nature of AI risk, it is important that 

a scenario-specific assessment is conducted by a deployer that identifies the risks of a particular 

deployment scenario, emerging from the interplay of a system’s technical characteristics with decisions 

about how and where to use a system and the social context. 
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In implementing the Convention’s principles and processes, the Parties thus should ensure that 

responsibilities fall on the actor that is able to meet them in a way that helps address the risks of a specific 

deployment scenario. The Convention should be clear that Parties should not require one set of actors to 

ensure compliance with requirements that should reasonably fall to another. 

3. Additional requirements for high-risk uses in the public sector 

We agree that certain uses of AI by the public sector can pose heightened risks, given that many public 

sector decisions can have consequential impacts on individuals’ rights and freedoms and on their ability 

to access essential benefits and services. We thus agree that, as part of advancing a risk-based approach 

to AI safeguards that focuses on the higher-risk uses cases where AI is being used for a consequential 

decision, heightened requirements are appropriate for high-risk public sector uses - but we encourage the 

Council to link such obligations closely to the risk-based approach introduced in Chapter III. 

Article 6(2) seems to cover all deployments and applications of AI systems and unintentionally extend to 

mundane software functionalities that are embedded in tools such as email services, excel spreadsheets 

and the like that do not pose risks to safety, fundamental rights, democracy, and/or the rule of law. 

Proportionality and necessity tests are customarily undertaken as a balancing act when conflicting 

(fundamental) rights are at stake. This may be more appropriately formulated as a mitigation measure 

when risks have been identified in specific scenarios of deployment. 

Rather than assessing all AI capabilities by default, the Framework should seek to focus requirements on 

systems posing the highest risks and link the necessity and proportionality evaluation to AI systems that 

inform actions or decisions impacting human rights, the functioning of democracy, or the observance of 

rule of law. Further, this evaluation should be tied to an initial impact assessment. These initial impact 

assessments, including in other sectors, open enormous opportunities for a human-centric AI approach. 

They are an important way to identify potential risks a system can pose on individuals across society, and 

frame mitigations. 

We also wish to propose additional requirements for consideration in Article 6, focusing on enhanced 

transparency measures and on fairness. 

Transparency around AI systems is particularly important in public sector uses, to ensure AI systems are 

used appropriately and seen as trustworthy. The transparency discussion is complex and wide ranging, 

cutting across related concepts like explainability, interpretability and disclosure. It is important that 

transparency requirements are crafted with a clear understanding of the objective they are intended to 

advance. Requiring the sharing of large volumes of technical information, for example, will do little to 

advance an understanding about whether AI systems are performing in a fair, safe and rights respecting 

manner, about how and where they are being used, and may present privacy and security challenges. 

In addition, any transparency requirement should ensure that the public understands how and where AI 

is being used, particularly in the context of systems that pose significant levels of risk. This should include 

requiring: public sector users to share a summary of impact assessments for high-risk systems, setting out 

1) the use case and type of system being deployed, 2) a high-level overview of how the system works, 3) 
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a high-level overview of any potential system risks and mitigations. The type of information in the 

Amsterdam Algorithm register1 is a helpful reference. These requirements provide contextual and 

accessible information, helping the public understand AI use. 

Turning from transparency to fairness, addressing potential fairness harms should be an important goal 

in relation to higher-risk systems, in particular for public sector users. Public sector bodies (and indeed all 

organizations) developing and deploying AI should do so in a way that advances fairness by minimizing 

disparities in outcomes for identified groups, including marginalized groups. This should include requiring 

systems to be developed and deployed so that they 1) provide a similar quality of service for identified 

groups impacted by the system 2) allocate resources or opportunities in a manner that minimizes 

disparities for identified demographic groups impacted by the system and 3) minimizes the demeaning, 

stereotyping or erasure of relevant demographic groups. Systems should also be used in a way that 

ensures related decisions align to local laws that address issues of discrimination, for example anti-

discrimination laws. 

The Convention should also ensure that a public sector user can appropriately act on system output, be 

trained using the system to make a decision, and be aware of the risk of over-reliance on the system, or 

“automation bias”. 

Last, the use of biometric technologies, such as facial recognition, requires heightened scrutiny - 

particularly when used by law enforcement in the light of the consequential nature of the decisions law 

enforcement takes – notwithstanding articles 13 and 14. Facial recognition technologies utilized by law 

enforcement can provide societal benefit in helping increase public safety and security if appropriate 

guardrails are enacted. But we believe that such systems should only be available for use by law 

enforcement within strict legal safeguards that advance transparent, accountable, and rights-respecting 

use. We encourage the CAI to advance safeguards for facial recognition use by law enforcement to ensure 

any such use is within the following safeguards: 

• Providers of facial recognition technology should test their systems to identify any performance 

gaps, including across demographic groups, and address any gaps identified. They should also 

provide for legitimate third-party testing of their systems, e.g., via an API or a similar technical 

mechanism. Law enforcement agencies using facial recognition technology should also test these 

systems in operational conditions to identify and address any performance gaps, including across 

demographic groups. This is important given the significant impact of environmental factors on 

performance. 

• Provide for greater transparency, accountability, and public scrutiny through accountability 

reporting, including a publicly available use policy for how and where systems will be used and 

how responsible use will be ensured 

• Reinforce fundamental rights protections to avoid undermining the freedom of assembly, 

expression and association while prohibiting uses of these technologies based on characteristic 

 
1 Amsterdam Algoritmeregister 
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protected by law, such as religion, political/social views, race, ethnicity, age, disability, gender, 

sexual orientation, inter alia. 

4. AI Definitions 

Microsoft supports the CAI’s use of definitions that stem from relevant national, international and 

supranational instruments on AI, encouraging legislative cohesion across Europe and beyond. Microsoft 

would like to suggest that the definition of “artificial intelligence system” (Art. 2(a)) should be more clearly 

focused on systems developed through machine learning and other artificial intelligence techniques, This 

will help ensure Parties target their domestic measures to address the specific potential risks AI systems 

can pose, without bringing more conventional software systems into scope. The basic concepts from the 

OECD definition1 of an AI system could be used as a solid foundation for developing the set of AI definitions 

of the Framework Convention. 

We would also suggest adding the definition of an “artificial intelligence deployer” to the Convention, to 

reflect the important role of the entity deploying an AI system in identifying and addressing risk. This is 

essential if AI risk is to be appropriately mitigated, given the scenario specific nature of AI’s sociotechnical 

risks which can emerge from technical design decisions and the social context into which the system is 

deployed. The same AI system deployed in two different social contexts will likely result in different risk 

profiles and require different mitigations. A definition for an “artificial intelligence deployer” should 

capture those entities that decide how and where to use an AI system and have knowledge of the social 

context into which the system is being used. This entity often differs from the end user of a system which 

can be, for example, a customer of the deployer. 

5. Conclusion 

Microsoft appreciates the opportunity to share our initial comments on the ‘Zero Draft’ of the Framework 

Convention on AI, Human Rights, Democracy and the Rule of Law. We recognize the scale of the task that 

the Council of Europe, through the CAI, has undertaken and look forward to sharing any additional 

thoughts as we continue to study the proposal and engage in dialogue about it. Microsoft is committed 

to doing its part to help the signatory Parties of the Council of Europe, in the EU and beyond, embrace AI 

technologies safely and in ways that respect fundamental rights and European values. We look forward 

to engaging with CAI, the Council of Europe members, and other stakeholders to support the development 

of the Framework Convention. 

 

 

 

 

 
1 OECD AI s list of resources for learning about Artificial Intelligence and what it can do - OECD.AI   
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CIVIL SOCIETY ORGANISATIONS, OTHER PRIVATE SECTOR AND 

ACADEMIC ACTORS RELEVANT TO THE WORK OF THE CAHAI  

 

ALLAI 

Chapter I: General Provisions 

• We welcome the clear objective of protecting human rights, democracy and the rule of law (art. 1). 

We recommend including the precautionary principle to strengthen this objective even further. We offer 

the following text: 

o The Convention is underpinned by the precautionary principle. 

• We welcome the broad definition of AI (art. 2). By focusing on characteristics of technical systems 

rather than concrete techniques the definition is more future-proof than other regulatory initiatives and 

avoids an over specific focus. As a slightly more elaborate alternative we offer the following definition: 

o Artificial intelligence (AI) refers to computer systems that act in the physical or digital world and 

that, in an automated manner: 

i. decide on action(s) to take according to predefined parameters by perceiving their environment 

and analysing the collected structured or unstructured information from that environment; 

ii. adapt their behaviour by analysing how the environment is affected by their previous actions. 

• We welcome the wide scope of the Zero Draft (art. 4). By proposing fewer exceptions than for 

example the European proposal for the AI Act, it provides a strong horizontal approach that can be 

applied equitably across sectors. 

• We appreciate that the single exclusion for national defence is based on the mandate of the Council of 

Europe. However, even if national defence cannot be part of the Convention, we encourage the Parties 

to express their shared intention to avoid any proliferation of autonomous weapons systems and arms 

race dynamics in the field of AI, for instance by adding: 

o All Parties acknowledge the individual and global risks of the proliferation of autonomous weapons 

systems and arms race dynamics in AI. All Parties share the goal of preventing such proliferation and 

race and commit to all necessary and proportionate preventive measures. They commit to pursuing 

further agreements to this effect through other legally binding means. 

 

Chapter II: Fundamental Principles 

• The stated principles (art. 5) are sensible and integrate previous work in the field. In order to prevent 

the proliferation of harmful AI applications, especially towards vulnerable groups, we propose the 

following additional principle: 
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o Parties shall ensure that providers and users of artificial intelligence systems with an impact on 

(groups of) natural persons have a special fiduciary duty of care towards those who are affected or 

likely to be affected by the systems they develop and use. In particular, Parties shall ensure that 

artificial intelligence systems are not used against (the interests of) those who are affected by them in 

situations of imbalance of knowledge and/or power. 

• The transparency and explanation requirements (art. 7) are welcome but could be further expanded. It 

is essential that not only providers and users of AI systems know about them and understand their 

effects but that those affected by the system have the right to know about them. In the AI transparency 

and explanation literature a common problem is how to provide meaningful information about complex 

black box machine learning systems. This is an important technical problem, yet the more common and 

fundamental issue at stake here is not whether an AI is technically opaque to its developer, but whether 

a lay person even has institutional and legal guarantees to know if and if so how he/she is being 

impacted by the use of an AI system. To effectively access this right, lay persons may require assistance 

to process and use the technical information provided by developers and users, for instance through 

consumer protection or non-governmental organisations. Hence we propose the following changes: 

o Delete the words „where appropriate“ in art. 7, section 1, otherwise this would unacceptably 

weaken the transparency rights of individuals and could be read to be in conflict with the 

transparency provision in art. 7, section 4. 

• Art. 8 provides wide restrictions on the exercise of transparency rights that, given the general 

description (“in the interests of national security, public safety or the economic well-being of the 

country, for the prevention of disorder or crime, for the protection of health or morals, or for the 

protection of the rights and freedoms of others”), run the risk of completely undermining the rights 

granted in art. 7. We propose to set a higher and more clearly defined legal bar for invoking the 

restrictions (art. 8) to the transparency requirements and limiting them to only a few carefully selected 

situations where there is a true need to keep the use of AI hidden and unexplainable. We also suggest 

including a formal process and time limit for invoking such restrictions. 

• We welcome artt. 9 and 10 as they make explicit that the aim is not to limit human rights and 

fundamental freedoms and encourage the introduction of further protections. 

Chapter III: Risk and Impact Assessment and Related Matters 

• We note that the referenced methodology (art. 11 and Appendix 1), which is yet to be developed will 
be the crucial leverage point for the implementation of the Convention. We caution against outsourcing 
too many potential controversies to the technical methodology and encourage a further specification of 
what compliance with the stated and shared values means in the text of the Convention. Moreover, we 
encourage a participatory process for the development of the methodology which should be grounded 
in diverse expertise and take into account interests of vulnerable and underrepresented groups. 
 
• We welcome the three proposed prohibitions of unacceptably risky AI systems (art. 14): for biometric 
emotions categorization and identification (section 1), social scoring determining access to essential 
services (section 2), public sector AI systems which are unnecessary for or incompatible with democratic 
societies (section 3). 
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• Crucially however, we do not see a sensible reason why the bans in section 1 and 3 should be limited 
to public authorities. The power of private actors in many domains rivals that of public actors, especially 
in AI. If implemented as proposed, this could further intensify the concentration of power in large 
private tech firms: 

o We propose deleting the words “by public authorities“ in art. 14, section 1 
and 3. 

 
• For art. 14 section 1, rather than only a (narrow) ban on emotion recognition, we propose a wider 
biometric recognition ban with exceptions. As described in the initial report by Catelijne Muller (2020) 
for CAHAI (“The Impact of AI on Human Rights, Democracy and the Rule of Law”), there are many AI-
driven biometric recognition applications which pose unacceptable risks to fundamental rights. We offer 
the following text to consider for art. 14, section 1: 

o the use of biometric recognition, meaning AI-systems in on- or offline public or private spaces, 
aimed at the automated recognition of physical, physiological, behavioural and/or psychological 
human features for the purpose of: 

i. verification of an individual’s identity by comparing biometric data of that individual to stored 
biometric data of individuals in a database (oneto- many identification); 

ii. categorization of individuals into clusters based on ethnicity, gender, political or sexual 
orientation, or other grounds on which discrimination is prohibited under European 
Convention of Human Rights; and/or 

iii. assessment of a person’s personality, traits, characteristics, emotions, behaviour, intentions, 
beliefs or ideas 

 
o biometric recognition shall be allowed for healthcare purposes, as far as such use takes place 
under strict conditions, is evidence based, and is in line with the principles of responsible research and 
innovation. 
 

• Moreover we propose to add the use of AI aimed at deception or material distortion of a person’s 
beliefs or behaviour or at exploitation of a person’s vulnerabilities. We offer the following text: 

o the use of artificial intelligence systems deployed, aimed at or used for deception or materially 
distorting a person’s behaviour or exploit a person’s vulnerabilities, in a manner that causes or is 
likely to cause harm to natural person’s fundamental rights, including their physical or psychological 
health and safety. 
 

• While art. 14 section 3 could in principle cover this, albeit only for public institutions, we recommend 
adding a separate ban for this, also aimed at private actors. 
 

AlgorithmWatch 

Preamble 

Conscious of the fact that human rights, democracy and the rule of law are inherently interwoven and 

convinced of the need to establish, as a matter of priority, a common legal framework with establishing 

fundamental principles and rules governing design, development, and application of artificial intelligence 

systems which would effectively preserve the shared common values and at the same time be conducive 

to innovation; 
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d. ensuring that design, development and application of artificial intelligence systems do not 
compromise the principle of equality before the law, including gender equality and rights 
related to discriminated groups vulnerable to discrimination and people in vulnerable 
situations in so far as they are used to inform or take decisions affecting human rights and 
fundamental freedoms, legal rights and interests of natural or legal persons; 

 

Article 18 – National supervisory authorities 

Paragraph 2 

2. Parties shall, in accordance with their domestic law, provide for efficient procedures for the 
imposition of a moratorium or a ban on design, development and application of an artificial 
intelligence system in accordance with Articles 13 and 14. 

 

International Commission of Jurists  

1. Introduction 
 
This briefing paper provides comments on selected elements of the Zero Draft [Framework] Convention 
on Artificial Intelligence, Human Rights, Democracy and the Rule of Law. 
 
This draft treaty is one of the first attempt in the world to set a legal framework for AI technology at 
supranational level and one which takes significant account of the impact of AI on human rights. The ICJ 
welcomes efforts in this regard, as AI technology is going to be – and to a great extent, already is - one of 
the defining elements of human society globally. It is therefore critical for the protection of human rights 
and the rule of law that States step in to design and implement regulatory frameworks in order to fulfil 
their duty under international law to secure the respect and protection of the human rights of all, both 
online and offline. 
 
Artificial intelligence and any regulatory framework addressing its development, deployment, functioning, 
use and impact have the potential to affect all human rights to varying degrees depending on scope and 
context. While international human rights bodies have carried out thorough assessments on the impact 
that AI may have on the freedoms of expression and assembly or the rights to privacy including in relation 
to data protection, a broader range of human rights may directly or indirectly be impacted by AI 
technology. For example, AI may be used for the implementation of measures interfering upon the right 
to liberty; freedom of torture or cruel, inhuman or degrading treatment; the right to a fair trial; the right 
to life and the right to an effective remedy, among others. 
 
It is therefore critical that any regulation on AI be fully in compliance with all human rights law and 
standards. The EU legislator should therefore pay particular attention to the fact that certain human rights 
allow for no restriction of any sort: the right to life (in the Council of Europe space and outside of armed 
conflict); freedom from torture and other cruel, inhuman or degrading treatment or punishment; freedom 
from slavery and forced labour, the principle of non-retroactivity in criminal law; the right to recognition 
as a person before the law; the freedom of thought, conscience and religion; the right to hold an opinion; 
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the freedom from discrimination1 and the right to an effective remedy whenever needed to seek redress 
for violations or abuses of these rights. The rights to liberty and a fair trial, while allowing for certain 
adaptations in scope, equally do not allow for restrictions in their core elements.2  
 
Finally, the rights to family life, a private life, to the freedoms of expression and impart, to assembly, and 
association, to political participation, and to exercise one’s religion or belief, while allowing for 
restrictions, do so in very strict situations, must not be arbitrary, must be provided by law, and be 
necessary and proportionate to the aim pursued. It is against these principles that the Regulation on AI 
must be tested. 
 
In the present contribution, the ICJ will provide comments on selected issues of concern with the draft 
treaty proposed before the Committee on Artificial Intelligence of the Council of Europe. 
 

2. Preamble 
 

Preambulary Paragraph 9 (PP9) 

 

Mindful of the need to ensure a proper balance between respect for human rights as enshrined in 

the 1950 Council of Europe Convention for the Protection of Human Rights and Fundamental 

Freedoms and its protocols, the 1966 United Nations International Covenant on Civil and Political 

Rights and other applicable international human rights treaties and various economic, security and 

other interests in the development and use of artificial intelligence; 

 

The ICJ expresses concern at the approach undertaken in the drafting of PP9. This paragraph as drafted 

implies that human rights protection and economic, security and other interests are opposing goals that 

require balancing. The ICJ strongly contends that this is not the case. In the field of counter-terrorism it 

has long been clear that respect of human rights is the best counter-terrorism strategy as highlighted in 

several resolutions by the UN General Assembly and the UN Human Rights Council. The right to security 

of the person is enshrined in article 5.1 ECHR and article 9.1 ICCPR. 

Furthermore, as an organization dedicated to human rights, democracy and the rule of law, it should not 

be the priority of the Council of Europe to protect economic, security or other interests over human rights 

protection. 

The ICJ strongly recommends that this paragraph either be deleted or be rephrased to ensure that all 

artificial intelligence outputs must respect human rights law. 

 
1 AI technology has been considered at high risk of perpetuating or exacerbating discriminatory practices: CERD, General 

Recommendation No. 36, para. 31, and para 32: “There are various entry points through which bias could be ingrained into algorithmic 

profiling systems, including the way in which the systems are designed, decisions as to the origin and scope of the datasets on which 

the systems are trained, societal and cultural biases that developers may build into those datasets, the artificial intelligence models 

themselves and the way in which the outputs of the artificial intelligence model are implemented in practice.” See also, the Consultative 

Committee of the Convention on the Protection of Individuals with Regard to Automatic Processing of Personal Data, Guidelines on 

Facial Recognition, 28 January 2021, Doc. T-PD(2020)03rev4, p. 5. 
2 See, CCPR, General Comment No. 29, UN Doc. CCPR/C/21/Rev.1/Add.11, 31 August 2001. See articles 4 ICCPR and 15 ECHR and the European Court of Human Rights’ 
jurisprudence here  https //www.echr.coe.int/documents/Guide Art 15 ENG.pdf . 
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Recommendation: 

Mindful of the need to ensure a proper balance between Recalling that  the development and use 

of artificial intelligence must always respect for human rights as enshrined in the 1950 Council of 

Europe Convention for the Protection of Human Rights and Fundamental Freedoms and its 

protocols, the 1966 United Nations International Covenant on Civil and Political Rights and other 

applicable international human rights treaties, subject to the provision made by those treaties for 

appropriate restrictions on rights, including in the interests of public order and national security, 

and for derogation in case of public emergency threatening the life of the nation  and various 

economic, security and other interests in the development and use of artificial intelligence 

 

Preambulary Paragraph 10 (PP10) 

Underlining that the present Convention is intended to complement those conventions in order to 

fill in any legal gaps in view of the specific challenges raised by design, development and application 

of artificial intelligence systems; 

 

The ICJ suggests that, either in this paragraph or in the explanatory report, a clarification is inserted that 

all human rights obligations must be interpreted in light of the text of those treaties and the jurisprudence 

of their courts or treaty bodies. 

Underlining that the present Convention is intended to complement those conventions in order to 

fill in any legal gaps in view of the specific challenges raised by design, development and application 

of artificial intelligence systems, and that the human rights obligations therein contained must be 

interpreted in light of the jurisprudence of, respectively, the European Court of Human Rights and 

the UN Human Rights Committee; 

 

3. Chapter 1: General Provisions 
 

Article 3 – Principle of non-discrimination 

The implementation of the provisions of this Convention by the Parties shall be secured without 

discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, 

religion, political or any other opinion, national or social origin, association with a national minority, 

property, birth, state of health, disability or other status, or based on a combination of one or more 

of these grounds 

In light of the specific objective of this treaty, the ICJ suggest to reflect to include as well discrimination 

grounds that are specific to this topic, such as “digital literacy”. 

Recommendation: 

The implementation of the provisions of this Convention by the Parties shall be secured without 

discrimination on any ground such as sex, gender, sexual orientation, race, colour, language, age, 
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religion, political or any other opinion, national or social origin, association with a national minority, 

property, birth, state of health, disability, digital literacy or other status, or based on a combination 

of one or more of these grounds 

 

Article 4 – Scope 

1. Parties undertake to apply this Convention to design, development and application of artificial 

intelligence systems throughout their lifecycle, regardless of whether these activities are 

undertaken by public or private actors. 

2. The present Convention shall not apply to design, development and application of artificial 

intelligence systems used for purposes related to national defense. 

The ICJ understands that the current formulation of article 4.2 is based on article 1.d of the Statute of the 

Council of Europe according to which “[m]atters relating to national defence do not fall within the scope 

of the Council of Europe.” 

While it is understandable that the sphere of defence is not under the competence of the Council of 
Europe, it is very problematic to exclude systems “developed” for military purposes, even if exclusively. 
Technological advances are often carried out at first for exclusive military purposes that later find a civilian 
use, sometimes unexpected. More importantly, the fact that the Council of Europe has no competence 
on national defence does not mean that its human rights legal framework does not apply to national 
defence activities. In fact, all values that this Framework Convention purports to protect, i.e. human rights 
and fundamental freedoms, democracy and the rule of law, apply also to cases or situations of national 
defence. This is also evident by the fact that article 15 ECHR provides for derogations in times of war. 
 
For these reasons, the exclusion from the scope of this FC of AI systems used for national defence is 
misplaced and will likely create a considerable gap in human rights protection. The ICJ therefore 
recommends the deletion of Article 4’s second paragraph. 
 

Recommendation: 

1. Parties undertake to apply this Convention to design, development and application of artificial 

intelligence systems throughout their lifecycle, regardless of whether these activities are 

undertaken by public or private actors. 

2. The present Convention shall not apply to design, development and application of artificial 

intelligence systems used for purposes related to national defense. 

 

4. Chapter II : Fundamental Principles 
 

Article 5 – Design, development and application of artificial intelligence systems 

Bearing in mind the need to safeguard and uphold human dignity, human rights and fundamental 

freedoms, preserve and foster robust and accountable democratic institutions and safeguard the 
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rule of law as the institutional basis for assuring both democratic participation and the effective 

protection of human rights and fundamental freedoms, in their respective jurisdictions Parties shall: 

1. ensure that any research, design, development and application of artificial intelligence systems 

or combinations of such systems is compatible with core values of democratic societies. In 

particular, Parties shall ensure that such research, design, development and application are not 

aimed at undermining or curtailing fundamental rights and freedoms, the functioning of 

democracy or the observance of rule of law; 

2. … 

3. … 

4. … 

5. ensure a continuous chain of accountability, responsibility and legal liability for any unlawful 

harm in respect of design, development and application of artificial intelligence systems 

throughout their lifecycle and that appropriate redress mechanisms are available; 

6. ensure that, where appropriate, adequate oversight mechanisms as well as transparency and 

auditability requirements tailored to the specific risks arising from the context in which the 

artificial intelligence system is designed, developed and applied are in place; 

7. … 

 

The ICJ considers that article 5 requires amendment to be framed in a way reflecting the existing 

obligations of States under international human rights law, including under the European Convention on 

Human Rights. 

First of all, the introductory paragraph should reflect the fact that States do not only have a “need” to 

secure human rights but a legal “obligation” to do so. Furthermore, in terms of the type of obligation it 

would be advisable to use the ECHR’s terminology of “securing” human rights. 

With regard to sub-paragraph 1, the content of the “core values of democratic societies” may be 

disputable. In any case it is of primary importance from a legal point of view that the compatibility with 

international human rights law be ensured. It is also matter of concern that in the current text the focus 

of the control is to the element of intention or aim of the producer of the AI application instead of its 

actual impact on human rights. In a system where AI may be self-learning and adaptative, it is unwise to 

centralise the system on the “aim” of the producer and not on harm and the effective capacity of such 

technologies to be used for – or being cause of -  violations and abuses of human rights. 

The ICJ appreciates that sub-paragraph 5 addresses the issue of accountability and legal liability. It remains 

however concerned that, as currently formulated, it does not reflect States’ obligations under 

international human rights law. 

International human rights law provides that individuals must be able to access effective remedies and 
redress for violations of their human rights occurring both online and offline.1  
 

 
1 See, UN Special Rapporteur on the promotion and protection of the right to freedom of assembly and association, Annual Report to the UN Human Rights Council, 
UN Doc. A/HRC/41/41, para. 15. 
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The Council of Europe Recommendation on the human rights impacts of algorithmic systems1 affirms that 
“States should ensure equal, accessible, affordable, independent and effective judicial and non-judicial 
procedures that guarantee an impartial review, in compliance with Articles 6, 13 and 14 of the Convention, 
of all claims of violations of Convention rights through the use of algorithmic systems, whether stemming 
from public or private sector actors. Through their legislative frameworks, States should ensure that 
individuals and groups are provided with access to effective, prompt, transparent and functional and 
effective remedies with respect to their grievances. Judicial redress should remain available and 
accessible, when internal and alternative dispute settlement mechanisms prove insufficient or when 
either of the affected parties opts for judicial review or appeal.”2 Remedies should be provided as well by 
the private sector that should also allow for collective redress mechanisms, both offline and online and 
that should not foreclose access to national judicial bodies.3 
 
While national legal systems may provide judicial remedies via their tort law and civil liabilities systems, 
as well as regulations on the responsibility of the producers, AI technology gives rise to complex questions 
of jurisdiction, choice of the judicial forum, as well as the causality chain in tort law that would require 
regulation at European level to be able to address the global complexity of the phenomenon.  
 
Sub-paragraph 5 currently does not refer to the right to a remedy but only to redress that is one part of 
the right to an effective remedy. Furthermore, it refers only to “unlawful” harms. However harm – 
including human rights violations – may occur as well from activities or omissions that are considered 
lawful under domestic law, yet not in compliance with international human rights law. 
 
The ICJ appreciates the importance given to the issue of oversight mechanisms under sub-paragraph 6. It 
however considers that this reference fails to stress the importance of the independence of these 
mechanisms. 
 
The UN Human Rights Committee, OHCHR and the Committee of Ministers of the Council of Europe have 
called for independent and transparent scrutiny over decisions affecting data and the use of algorithmic 
systems.4 The UN Special Rapporteur on freedom of opinion and expression has recommended that the 
independence of oversight bodies or regulators must be assured and scrupulously respected.5  
 
The Court of Justice of the EU has ruled that “supervisory authorities responsible for supervising the 
processing of personal data outside the public sector must enjoy an independence allowing them to 
perform their duties free from external influence. That independence precludes not only any influence 
exercised by the supervised bodies, but also any directions or any other external influence, whether direct 
or indirect, which could call into question the performance by those authorities of their task of establishing 
a fair balance between the protection of the right to private life and the free movement of personal data. 
The mere risk that the scrutinising authorities could exercise a political influence over the decisions of the 

 
1 Recommendation CM/Rec(2020)1 of the Committee of Ministers to member States on the human rights impacts of algorithmic system s, adopted by the Committee 
of Ministers on 8 April 2020 at the 1373 d meeting of the Ministers’ Deputies. 
2 Ibid., 4. 5 
3 Ibid., 4.4 on Private Entities. The same is affirmed in paras 1.5.1 – 1.5.2 and 2.5.1 – 2.5.3., Appendix to Recommendation CM/Rec(2018)2, Guidelines for States on 
actions to be taken vis-à-vis internet intermediaries with due regard to their roles and responsibilities 
4 CCPR, General Comment No. 37, para. 62; A/HRC/39/29, para. 33; A/HRC/48/31, para. 47. Recommendation CM/Rec(2020)1 of the Committee of Ministers to 
member States on the human rights impacts of algorithmic systems, adopted by the Committee of Ministers on 8 April 2020 at the 1373 d meeting of the Ministers’ 
Deputies, para. 4.4. ee also, CAHAI Feasibility Study, para. 43 
5 UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, Annual Report to the UN 

Human Rights Committee, A/HRC/47/25, paras. 59, 60. 
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competent supervisory authorities is enough to hinder the latter authorities’ independent performance 
of their tasks.”1 
 
Recommendation: 

Bearing in mind the need In light of the obligations of States to safeguard and uphold human 

dignity, to secure human rights and fundamental freedoms, preserve and foster robust and 

accountable democratic institutions and safeguard the rule of law as the institutional basis for 

assuring both democratic participation and the effective protection of human rights and 

fundamental freedoms, in their respective jurisdictions Parties shall: 

1. ensure that any research, design, development and application of artificial intelligence 

systems or combinations of such systems is compatible with international human 

rights law and with other core values of democratic societies. In particular, Parties 

shall ensure that such research, design, development and application are not aimed at 

or do not result in undermining or curtailing fundamental rights and freedoms, the 

functioning of democracy or the observance of rule of law; 

2. … 

3. … 

4. … 

5. Ensure that everyone has access to an independent, impartial and effective remedy, 

including via judicial mechanisms, against violations of human rights in respect of 

design, development and application of artificial intelligence systems throughout their 

lifecycle by ensuring a continuous chain of accountability, responsibility and legal 

liability for any unlawful harm and that appropriate redress is mechanisms are 

available; 

6. ensure that, where appropriate, independent, transparent and adequate oversight 

mechanisms as well as transparency and auditability requirements tailored to the 

specific risks arising from the context in which the artificial intelligence system is 

designed, developed and applied are in place; 

7. … 

 

Article 7 – Procedural safeguards 

1. Parties shall ensure that, where appropriate, the usage of an artificial intelligence system is 
duly recorded and communicated to the artificial intelligence subjects concerned. The exercise 
of the right of access to the relevant records, including the grounds on which it may be 
exercised, shall be governed by domestic law; 
 

2. Parties shall also ensure that in cases where artificial intelligence system substantially informs 
or takes decision(s) affecting human rights and fundamental freedoms, legal rights and 
interests, the artificial intelligence subject in question is informed about the application of an 

 
1 Judgment of 9 March 2010 (Grand Chamber), Commission v Germany (C-518/07, EU C 2010 125) 5. See also, Judgment of 16 October 2012 (Grand Chamber), 
Commission v Austria (C-614/10, EU C 2012 631)  “The fact that such an authority has functional independence in so far as its members are independent  and are not 
bound by instructions of any kind in the performance of their duties is not by itself sufficient to protect that supervisory authority from all external influence. The 
independence required in that connection is intended to preclude not only direct influence, in the form of instructions, but also any indirect influence which is liable 
to have an effect on the supervisory authority’s decisions.” 
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artificial intelligence system in the decision-making process and that there is a right to human 
review of such decisions.  
 

3. Parties shall ensure that, where appropriate, relevant explanations and justifications are 
offered by the artificial intelligence provider and/or user in plain, understandable, and coherent 
language and are tailored to the context. Such communication shall contain sufficient 
information in order to provide the artificial intelligence subject in question with an effective 
possibility of challenging the decision(s) affecting the subject’s human rights, legal rights and 
interests insofar as any use of artificial intelligence technology is concerned. 
 

4. Parties shall ensure that any person has the right to know that one is interacting with an 
artificial intelligence system rather than with a human and, where appropriate, shall provide 
for the option of interacting with a human in addition to or instead of an artificial intelligence 
system. 
 

5. The exercise of the rights set out in paragraphs 1 to 4, including the grounds on which they may 
be exercised, shall be governed by domestic law. 

 

The ICJ considers that article 7 appears to apply a minimalistic approach to procedural safeguards. Further 

research and reflection of the procedural safeguards already existing under international human rights 

law should be undertaken to properly reflect this in the FC and assist States in their regulation of AI. 

For example, in light of the right to privacy, including data protection, it is not possible to provide States 

and companies with the level of discretion that the clause “where appropriate” will imply. The restrictions 

to the right to access one’s information and to know whether and how they have been used are clearly 

set out in article 8.2 ECHR and article 17.2 ICCPR and cannot be extended further.  The “where 

appropriate” qualification in sub-para 4 also provides insufficient clarity on protection of procedural rights 

including under Articles 6 and 13 ECHR. 

Finally paragraph is misleading in that it implies that domestic law is the only body governing the exercise 

of these procedural rights. This is incorrect. International human rights law is the legal source of these 

rights and domestic law implements them. As currently formulated, the paragraph would lead to the 

dismissal of all jurisprudence of the European Court of Human Rights or of the UN Human Rights 

Committee in the interpretation of human rights. The ICJ considers that paragraph 5 was likely referring 

to the principle of legality and therefore should be reformulated accordingly.  

Recommendation: 

1. Parties shall ensure that, where appropriate, the usage of an artificial intelligence system is duly 
recorded and communicated to the artificial intelligence subjects concerned. The exercise of the 
right of access to the relevant records, including the grounds on which it may be exercised, shall 
be governed by domestic law; 
 

2. Parties shall also ensure that in cases where artificial intelligence system substantially informs or 
takes decision(s) affecting human rights and fundamental freedoms, legal rights and interests, the 
artificial intelligence subject in question is informed about the application of an artificial 
intelligence system in the decision-making process and that there is a right to human review of 
such decisions.  
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3. Parties shall ensure that, where appropriate, relevant explanations and justifications are offered 
by the artificial intelligence provider and/or user in plain, understandable, and coherent language 
and are tailored to the context. Such communication shall contain sufficient information in order 
to provide the artificial intelligence subject in question with an effective possibility of challenging 
the decision(s) affecting the subject’s human rights, legal rights and interests insofar as any use 
of artificial intelligence technology is concerned. 
 

4. Parties shall ensure that any person has the right to know that one is interacting with an artificial 
intelligence system rather than with a human and, wherever needed to ensure procedural 
fairness and protection of human rights where appropriate, shall provide for the option of 
interacting with a human in addition to or instead of an artificial intelligence system. 
 

5. The Any domestic regulation on the exercise of the rights set out in paragraphs 1 to 4, must be 
prescribed by law including the grounds on which they may be exercised, shall be governed by 
domestic law. 

 

Article 8 – Restrictions 

Restrictions on the exercise of the rights specified in Article 7 paragraphs 1 to 4 may be provided for 
by law where necessary and proportionate in a democratic society in the interests of national 
security, public safety or the economic well-being of the country, for the prevention of disorder or 
crime, for the protection of health or morals, or for the protection of the rights and freedoms of 
others. 

 

The ICJ is extremely concerned that the scope of article 8 unduly extends the grounds for restriction of 

the exercise of the right to an effective remedy. 

In addition to the right to respect for private life – as the ICJ understands that the grounds for restrictions 

drafted originate from article 8.2 ECHR – the right to an effective remedy under article 13 ECHR and the 

right to access a court under article 6.1 ECHR are also affected by the procedural rights under article 7 FC.  

These two rights do not allow for restrictions in the same way as Article 8 ECHR and therefore cannot be 

subsumed under this clause.   

Furthermore in order to be consistent with Article 8 ECHR, it should be clear that the standards of 

prescription by law and necessity are mandatory rather than enabling – i.e. that restrictions that do not 

meet these criteria are not permissible. 

Recommendation: 

Restrictions on the right to respect for private life under Article 7 paragraphs 1 to 4, may must be 
provided for by law, and must be  where necessary and proportionate in a democratic society in the 
interests of national security, public safety or the economic well-being of the country, for the 
prevention of disorder or crime, for the protection of health or morals, or for the protection of the 
rights and freedoms of others. 
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6. Chapter III: Risk and impact assessment and related measures 
 

Article 14 – Prohibited artificial intelligence practices 

The following artificial intelligence practices shall be banned: 

1. the use of artificial intelligence systems by public authorities using biometrics to identify, 

categorise or infer emotions of individuals; 

2. the use of artificial intelligence systems for social scoring to determine access to essential 

services leading either to (a) detrimental or unfavourable treatment of certain natural persons 

or whole groups in social contexts which are unrelated to the contexts in which the data was 

originally generated or collected, or (b) detrimental or unfavourable treatment of certain 

natural persons or whole groups that is unjustified or disproportionate to their social behaviour; 

3. any other use of artificial intelligence systems by public authorities for such purposes as are not 

compatible with core values of democratic societies, do not pursue a legitimate aim and are 

not necessary in a democratic society. 

 

While welcoming the prohibition of these AI practices,  yhe ICJ is concerned that the use of biometrics is 

prohibited only for the purpose of categorizing or inferring emotions. Several international authorities, 

including the UN High Commissioner for Human Rights, have called for a moratorium on the use of 

potentially high-risk technologies such as remote real-time facial recognition unless and until it is ensured 

that their use cannot violate human rights.1 

Indeed, the UN High Commissioner for Human Rights has called on States to “[e]xpressly ban AI 
applications that cannot be operated in compliance with international human rights law and impose 
moratoriums on the sale and use of AI systems that carry a high risk for the enjoyment of human rights, 
unless and until adequate safeguards to protect human rights are in place.”2 
 

With regard to “social scoring to determine access to essential services”, the ICJ underlines that, in 

general, “essential services”, such as health services, education, courts, are implementations of 

obligations States have to secure civil, cultural, economic, political and social rights. They cannot therefore 

discriminate on the basis of social scoring and the criteria enshrined in paragraph 2.  

With regard to paragraph 3, such a general clause should be brought in line with the categories of 

international human rights law. Furthermore this protection should also extend to  uses by private 

entities, since States already have obligations to ensure that private entities or individuals do not violate 

the rights of others (ECHR positive obligations). 

Recommendation: 

The following artificial intelligence practices shall be banned: 

 
1 UN High Commissioner for Human Rights, op. cit. fn 5, para. 45. See, also, para. 59; Consultative Committee of the Convention on 

the Protection of Individuals with Regard to Automatic Processing of Personal Data, Guidelines on Facial Recognition, 28 January 

2021, Doc. T-PD(2020)03rev4, p. 5. See also, CAHAI Feasibility Study, para. 43. 
2 UN High Commissioner for Human Rights, The Right to Privacy in the Digital Age, UN Doc. A/HRC/48/31, 13 September 2021, para. 

59 



CAI(2022)09 

116 
 

1. the use of artificial intelligence systems by public authorities using biometrics to identify 

individuals and/or to categorise or infer emotions of individuals; 

2. the use of artificial intelligence systems for social scoring to determine access to essential 

services leading either to (a) detrimental or unfavourable treatment of certain natural persons 

or whole groups in social contexts which are unrelated to the contexts in which the data was 

originally generated or collected, or (b) detrimental or unfavourable treatment of certain 

natural persons or whole groups that is unjustified or disproportionate to their social behaviour; 

3. any other use of artificial intelligence systems by public authorities for such purposes as are not 

compatible with core values of democratic societies, are not prescribed by law do not pursue 

a legitimate aim and are not necessary in a democratic society nor proportionate to the aim 

pursued. 

 

 

Article 15 – Measures in respect of artificial intelligence systems and 

combinations of such systems posing significant levels of risk  

Parties shall take such measures as are aimed at: 

1. minimizing and, to the extent possible, preventing any unlawful harm or damage to human 

rights, fundamental freedoms, legal rights and interests of natural or legal persons, democratic 

institutions and processes, the administration of justice, public health and the environment, 

which could result from the inappropriate application of artificial intelligence systems; … 

 

In light of the binding nature of States’ obligations under international human rights law, that include the 

“duty to prevent” human rights violations, the ICJ considers that point 1 of article 15 as currently drafted 

falls short of current human rights obligations under Council of Europe and UN human rights instruments.  

Furthermore, a finding of a potential or actual violation of a human right cannot be linked with the 

intention of the producer or the user – this being more a category for criminal or tort law – but solely on 

its impact on the individual’s rights.  

 

Recommendation: 

Parties shall take such measures as are aimed at: 

1. minimizing and, to the extent possible, preventing any unlawful harm or damage to violation 

of human rights, fundamental freedoms, and unlawful harm or damage to legal rights and 

interests of natural or legal persons, democratic institutions and processes, the administration 

of justice, public health and the environment, which could result from the inappropriate 

application of artificial intelligence systems; … 

 

7. Chapter IV: Follow-up mechanism and cooperation 
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The ICJ considers that the follow up mechanism proposed, i.e. a Conference of the Parties, presents 

several shortcomings and is not adapted to the subject matter of the Convention.  

Artificial intelligence is a highly technical subject and, if this Framework Convention is to be given any 

proper and effective guidance to its State Parties, expert advice is going to be sorely needed. A Conference 

of Parties composed by State delegates is not the place appropriate to provide such expertise. 

Furthermore, it does not have the independence required to deal with this issue objectively. 

For these reasons, the ICJ recommends that a Committee of Independent Experts based on the model of 

GREVIO be established under the FC. 

 

 

Istanbul Bar Association 

General comments 

Generally, the Draft gives the impression that it is inspired by the draft European Union AI Act at various 

points. While it mostly covers the protection of human rights, democracy, and rule of law, because of this 

inspiration, it is thought that some points are not within the scope of this draft Convention. 

 

Article 2 – Definitions 

It is very appropriate to aim that the definition both comply with the principle of certainty and are suitable 

for possible technological developments, but it is just as difficult to do so. On the other hand, introducing 

definition such as “artificial intelligence system”, “provider” and “user” with an international Convention 

may be problematic; it is thought that it would be appropriate to deal with it in accordance with national 

regulations. Terms such as "lifecycle" may also need to be reconsidered in the light of new developments 

and should be evaluated by taking such situations into account. 

 

Article 3 – Principle of non-discrimination 

Although discrimination is specifically included, it can be expanded to include other fundamental rights, 

or it can be considered that this right and other rights be evaluated together, since it cannot be prioritized 

among rights. 

 

Article 7 – Procedural safeguards 

Although the right to object is included in the regulations regarding the protection of personal data, it is 

thought that it also should be regulated as a right in AI field. 
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Article 8 – Restrictions 

Recognition of a wide list of restrictions and making it with "national interest, public security, economic 

security" and similar open-ended concepts could bring discussions both in practice and in doctrine. It is 

emphasized in the Explanatory Report that these restrictions will be applied in a very limited number of 

cases. We would like to point out that the wording of the Article has a very wide application possibility 

that it can have a risk to abuse in practice by states. 

 

Article 11 – Risk and impact assessment 

Determining the methodology to be used while taking the "prohibitions" and "measures" will require a 

separate evaluation, especially in the context of fundamental parameters and "proportionality" in human 

rights violations. 

 

Article 13 – Measures in respect of artificial intelligence systems posing 

unacceptable levels of risk 

Prohibited and unacceptable AI gives the impression that they correspond to the similar issue, but the 

regimes they are subject to are different. It should be clarified. Similarly, it is also thought that the scope 

of significant AI should be determined in more detail. Because these differences should be determined in 

a way that leaves no room for doubt as they may require different responsibilities and obligations. 

 

Article 14 – Prohibited artificial intelligence practices 

In the first paragraph, a limited exception to policing practices such as public safety can be considered. 

On the other hand, it is considered that it is necessary to clarify why the public emphasis is placed in 

paragraphs 1 and 3. Because, in these matters, it may be considered to impose obligations on the states 

regarding the measures to prevent the violations of rights that may be caused by the practices in the 

private sector. Besides, the phrase of “any other use of artificial intelligence systems” should be clarified, 

as it could indicate very general framework in practice. 

Article 15 – Measures in respect of artificial intelligence systems and 

combinations of such systems posing significant levels of risk 

The issues mentioned in the Explanatory Report on online platforms can be reminded as positive 

obligations of states. 

 

Chapter IV: Follow-up mechanism and cooperation 

As a suggestion: the National Supervisory Authority (NSA), which is envisaged to be established in each 

country, could draw up and present annual or biennial reports on the practices and activities in its country. 
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In this perspective, the establishment of a European authority within the COE may provide a solution at 

the management stage. Members of this authority could be selected from experts by the Consultation of 

the Parties (CP). The Authority in question will be able to make recommendations to CP based on practices 

and activities. This will be its main function. It will not have the authority to supervise or instruct the NSAs. 

There will be a twofold benefit: 

1) At the national level, the NSA could be formed and worked more seriously. It is important to have 

accountability, at least partially. On the other hand, the absence of clear instructions or supervision could 

not undermine independence. 

2) At the European level, such an authority would be very beneficial in terms of developing proposals in a 

new field, determining the best-practice, and a broad application unity. It could also contribute to the 

active work of CP. 

 

Article 21 – Revision of the Appendix 

The procedures in the Article 21 and 22 should be clearly defined, such as the quorum for decision. Or, if 

the general meeting procedure of the Council is to be adopted, it may be pointed out at certain points. 

 

Article 25 – Territorial application 

Article 25, entitled "Territorial Application", recognizes "the power to determine in which region or 

regions in its territory the Convention shall apply". In the Explanatory Report, while explaining the Article 

25, it was stated that this determination "cannot include a regional designation, contrary to the purpose 

of the Convention, without a legally valid reason". It is obvious that the expression in the Report is open 

to criticism. We are of the opinion that it has been sufficiently experienced by the legislators that the use 

of an ambiguous concept such as "legally valid justification" may render the application of the Convention 

dysfunctional. 

 

 


