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Structure for the White Paper on artificial intelligence -
a Europcan approach

INTROBDUCTION

The devclopment of artilicial intelligence (Al) will have profound impacts on our societies.
The purpose of this White IPaper is o pul forward proposals 1o develop a European approach
o amificial intelligence, which will help prepaic our socicties for the challenges and
opportunities that artificial intelligence is creating. Thesc proposals cover the main building
blocks of a Ewropean appioach, including actions o support the development and uplake of
artificial intelligence, actions to [facililale access 1o data and the key pillars of a futurc
regulatory fiamework for astificial intelligence. With this White Paper, the Commnission
launches a broad consullation process and inviles all relevant stakeholders to comment on the

proposals for this European approach.

Thtre 1s currently no conscnsus al intermalional
level on the definition of the tenn “artificial
intelligence”. “Ihe tenn is used to describe a variety
of technologies with certain common features, The
High-Level Expert Group on Astificial Intetligence - B

sel up by the Commission described atilicial " “=nules
intelligence systeins as “software (and possibly also
hardware) systens designed by humans that, given
a complex goal, act in the physical or digital dimension by percciving their environatent
throngh data ocquisition, interpreting the collecied siruciured or wsirnciured data, reosoning
on the knowledge. or processing the information, derived firom this daiu and deciding the besi
aclionfs) v take to achieve the given goal (.. )"".

The objective of the Curopean approach to artificial intelligence is 10 promote the
devclopment and uplake of aniilicial intelligence ucross Europe, while cnsuring that the
technology is developed and used in a way that respects European values and principles.
Given Lhat other major econoics, in particular the US and China, arc supporting artificial
intelligence, it is cssential 1o ensure that Euiopean citizens and companies can both benclil
from the technology and shape the way it develops.

Beyond productivily and efficiency gains, antilicial intelligence promises 16 enable humans o
develop analytical capacities nol yel reached, opening the way 1o new discoveries and helping
10 solve some of thc world's biggest challenges: Irom treating chronic diseases or reducing
fatality rales in traffic accidents to lighting climate change or anticipating cybcersecurity
threats, However, Europe can only seize these opportunitics if it can strengthen its Icadership
in developing attiliciat inteltigence applications and increase the uptake of this technology.

Antilicial intelligence has a transfoarmational polential for the industry. h helps make products,
services and processes more efficient. it can also help factories to stay in or retum to Europe.
It improves products, services, processes and business models in all cconamic sectoss. h can
help companies identify, which machines will need maintenance belore they break down. It is

Far further dotatl, please see the 8 April 2019 opinion of the Righ-Leve) Expent Group on attficial miclligence.
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al our fingertips when we translale texts online. h is making lifc easicr for the visually
impaired by assisting them in perceiving objects in their daily lives. At home, a smart
thernostat can reduce encrgy bilis by up to 25%, by analysing the habits of the pcople who
live in the house and adjusting the tcmpeiature accordingly. Artiticial intelligence also has the
potential 10 imprave the delivery of public services by making them more cfficient aud
accessible and 10 better allocalescarce resources and budgets

Artilicial intclligence is astrategic icchnolopy thatcan bring tremendous opportunitics. At the sume
time, it has distinct chnraclcristics thal raise specific challenges in terms of governance, and in
tehition 10 the safely and liability of devices and systems cquipped with it. These characteristics
include autonomy {c.g. performing tasks in complex environments without constant guidance),
opacity (‘binck-box-cffect’) and the ability to improve performance by leaming from experience
While the promisc of artificial intclligence systems is that they will spot patterns n the data and
will make decisions faster than humans do, the risk is that they may make inappropriale decisions,
and that the reasoning behind those decisions may not be known. This raiscs concerns related to
liability, discrimination and tiansparency, which should be addressed in a regutatory framework.

‘This White Paper is stauctured as follows:

o Scction 2 describes the existing policy framework for artificial intclligence at the EU
level and beyond.

o Scction 3 outlines in more detail the policy actions in support of the development and
uptake artificial intelligence across Europe, including on investment, skills, and small
and medium-sized enlerprises.

o0 Scctlon 4 scis out idcas on how best 1o facilitalcaccess to data, which is a prerequisite
for developing the vast majority of 1odays” antificial intelligence systems.

o Scction 5 constitutes the main pant of the White Paper, sciting out the key clements of
a future comprchensive European legislative framework for artificial intclligence,
which respects £uropean values and principles.

o Secilon 6 contains the conclusions sctting out the Commission's intention of the next
steps and the relevant timeline {or receiving the contrihutions of stakcholders.

The White Paper is accompanied by three other documents:

o the Report on the broader implications of arntificial inicllipence, Intemet of Things and
other digital technologies for the EU safety and liability framework;

o [the proposa} for a new Council Regulation on high performance computing;] and

o the review of the Coordinated Plan on Antificial Intelligence (COM{2020)xxx).
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2. EXISTING POLICY FRAMEWORK

a.

EU framework

This Whitc Paper builds on the existing policy framework, including the Comimimication on
‘Artificial Imelligence for Europe’ and the Coordinated Plan on Antificial Intelligence
developed 10gether with Member States. The Communication focuses on three key pillars of
the Europcan artificial intelligence strategy: support for the EU's technological and indusirial
capacily and the uptake of atificial intelligence across the economy, preparing for the socio-
cconomic changes brought about by artificial intelligence, and ensunng an appropriate cthical
and Icgal framcwork. It also launched the work of the European Al Alliance as a forum 10
bring together a broad range of stakcholders, as well as the High-Level Expat Group on
Artificial Intelligence, and the Expert Group on Liability and New Technologics.

With the subscquent Communication of April 2019 the Commission welcomes the Ethics
Guidclines for Trusiworthy Artificial Inelligence prepared by 1he High-Level Expert Group.
The guidelines list seven requirements that anificial intelligence systems should meet in order
10 be trustworthy: human agency and oversight; technical robusiness and safety; privacy and
dala govermmance; uansparency; diversity, non discrimination and faimess; socictal and
environmental well-being; and accountability. This approach also includes 100ls 10 help put
ironslating the cthical principles into practice. Industry and other stakcholdess have recently
tcsied thesc 1ools.

International aspects

The EU’s work on artificial imelligence has influenced intermotional discussions. When
devcloping its ethical guidelines, the High-Level Expert Group involved a number of non-I2U
organisations (from US and Canada) and as several governmental observers (from Japan and
Singapore), In parallel the EU was closely involved in developing the Organisation for
Economic Co.operation and Development’s ethical principles for artificial intelligence, which
were subsequently endorsed by the G20.

Given that China and the US remain the mosi impontant global players in antificial
intelligence, 1the EU sceks 10 cooperate with them based on a sirategic approach that protects
the :U's interests (e.g. mainsireaming European standards, accessing key resources including
data, creating a level playing field). The Commission is convinced thal inlemational
cooperation musi be based on a like-minded approach 1o the EU's fundamemal values, such as
the respect for human dignity, pluralism. non-discrimination and protection of privacy.?

Under the Partncsshap Instrumen, (he Commission will finance a €2.5 millico project that will facithate cooperation with
like.minded panners, wn order to prosnoic the EU aruficial intelligence ethical puidelines and o 3dopr comunon pnnciples
and opertional conclusions,
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SUPPORTING TIHE DEVELOPMENT AND UPTAKE OF ARTIFICIAL INTELLIGENCE

Europe is well-placed 10 benelit from the potential of anificial intelligence, not only as a user
but also as a produccr of artificial intelligence. It has excellent research centres, which publish
more scientific articles related to anificial intelligence than any other region in the world, a
world-lcading position in robotics, business-10-business markets as well as comnpetitive
manuficturing and scrvices scctors, from automeotive to healthcare, from energy 1o financial to
agriculture. It holds large amounts of public and industrial data and has well-recognised
technology and industrial strengths in low power consumption, and safe and secure digital
systans that arc essential lor the fisther development of antificial intelligence.

One reason for Furope’s strong position in termns of research is the EU funding programine
which has proven instrumental in federating cfforts, avoiding duplications, and leveraging
public and private investments in the Member States. Over the past Iwo years, the EU funding
for activities related 10 anificial intelligence has gonc up by €1.5 billion. i.c. an increase of
70% rclative to the previous period.

However, invesiment in research and innovation in Europe is still a fraction of the public and
privatc investiments in other regions of the world. Some €3.2 biltion were invested n antificial
intclligence in Europe in 2016, compared to around €]2.]1 billion in Noith America and €6.5
billion in Asia. Torespond to the challenge, Europe nceds to increase significantly investinent
levels. The Coordinated Plan on Astificial Intclligence developed with Member States,
Norway and Switzerland has proven invaluable in building stronger cooperation on artificial
inteltigence in Europe and in creating synergies for maximising tnvestinents into the artificial
intelligence valuce chain,
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Europe should leverage its sirengihs 10 expand its position on markets along the value chain,
from hardware manufacturing through software all the way to services, This is already
happening to an cxtent: Europe produces more than a quarter of industrial and professional
scrvice robots (e.g. for precision farming. security, health. logistics), and plays an important
role in the development and exploitation of plaiforms moviding services to companies and
organisations (busincss-10-business), applications 10 progress towards the “intelligent
enterprise” and c-govemment.

Furope has a weak position in consumer applications and online platforms which results in a
competitive disadvantage in data access. llowever. there are also opponunitics. \Whereas
around 80% of the current 40 zctabytes of data is stored in data centres, many of which are

4
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conlrolkd by non-European operalors, the advent of the Intcrmet of Things and edge
computing could result in a radical change in the distribution of data. As a resuh, 80% of the
175 zetabytes of data that is expectcd 10 be available in 2025 should be stored locally at the

edge of networks in faclories, hospitals, etc.

Similarly, Europe should expand into the area of specialised processors and auginent its
computing capabilities. Cuwivently, this markel is dominated by third countrics but this could
chaage with the help of the European Processor Initiative, which addresses the development of
low-power computing systems for both edge and next generation high pesfonnance
computing. Moreover, Europe is leading in neuromorphie solutions that are ideally suited to
automation of indusinal processes (industry 4.0) and wanspoit modes. ‘They offer
improvements of several ordu's of magnilude m energy elficiency; availability of testing and
experimentation facilitics will greatly help the application of neuromoiphie solutions.

In parallel, Evrope will continue to lead progress in the algorithimic foundations of Al
building on its own scientific excellence. This will require building bridges between existing
silos, such as machine teaming and symbolic approaches, where Europe is historically very
strong. Such efforts will support Europe's technological sovereignty in the long tenn.

EU-level funding can ensure cross-fentilisation of European developments in anificial
intetligence and federate investments in areas where this wilt make a difference and the efforts
required go beyond what any single Member State can achieve. Key proposals 10 address the
above-mentioncd issues include:

v Esablishing a world-leudiny artificiol intelligence computing and data infrastructure in
Europe: a comprehensive daw and computing infrastructure using as a basis High
Performance Compuling (1PC) centres and edge compuling capacities, through the
EurolIPC Jmnt Undentaking. TN deployment of a next generation high performance
computing infiastructure  will be compiemenied by a Ewopean federation of
interoperable, flexible and scalable cloud and computing infrastiuctures and targeted
cloud-based antificial intelligence sesvices (1o be funded through Horizon Europe and
the Digital Europe Programime). Supporting the deployment of common European data
spaces to facilitate pooling and sharing of data from across Europe is also crucial and
will be addressed in a specilic initiative.

v Federating knowledge and achieving excetlence: drawing on the Commission’s long-
tem efforts 10 strengthen the Ewopean scientific community and make Europe the
"place to be", we will reinforce Furopean excellence centres for antificial intelligence
and facilitate their collaboratlion and networking through strengthened coordination.
Currently, theye 1S no smgle institution which can be recognised as a leader by the entire
community in all the four major sub-disciplines where Ewope can lead, ic:
founditional rescarch in antificial intelligence algorithins, perception and interaction,
10botics, and sext generation of chips for artilicial intelligence. As a first step, the
Commission helped [ostes consolidation in the individual sub-bianches of antificial
intelligence, addressing the fragmentation in these fields. In 2 second step, the
Commission will strengihen coordination of the locally distributed networks. Morcover,
it s ul establishing networks of leading universities 10 atact the best professois and
scientists and ofTer world-Teading masier programmes in anificial intelligence (10 be
funded through Horizon Europe and the Digital Europe Programme).
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v Supporiing research and innovation la stay ol the forefront and create new markels: a
‘Leaders Group' will be set up with C-level representatives of major stakeholders, to
develop an indusuial siralegy and commil lo ils implementation. The Leader’s Group
will also offer strategic guidance to a new public-privale parinership on antificial
intelligence, data and robotics invoiving all relevant stakeholders (funded through
Herizons Europe), strengthening cooperation between academia and mdustry, Funding of
large-scale testing facililies, including for neuromorphic, under the Digital Ewrope
Programme will help bringing innovation closer 1o the market.

v Fostering the upioke of ariificiol imelligence: Improving the uptake of arificial
intcligence is a key task of the Digital Innovation Hubs, Thesc Hubs will be
strengthened and supported through the Digital Europe Programime which will also
suppoit the uptake in high-impact application sectoss such as healthcare (e.g. artificial
intetligence for health imaging, genomics, testing medicines and medical devices),
mobility (cross-border corridors for connected and automated mobility) and
environmental modelling and monitoring (e.g. a highly accumic predicuion and crisis
management capacily), Additionally, the artificial intelligence-on-demand platfonn
should become a reference point for knowledge related 10 artificial inteligence,

algorithins, 100ls, infrastiuclure, cquipment, and data resources.

¥ Eusuring access to finance for artificial intelligence innovators: a pilol scheme will be
launched vnder InnovFin 1o provide equity financing for antificial intelligence and
blockchain innovative developments and will be scaled up through tnvestEU in 2021.

4.  FACILITATING ACCESS 70 PATA

* [Ensuring access 1o data for EU  husinesses and the public seclor is a Prerequisite for
developing artificial intclligence. ‘Ihis emerges from national antificial intelligence swalcgies
developet! across the EU. Data is an impoitant driver of innovation, and creates new
opporunities for growth, including lor small and medium-sized enterprises. The optimal use
of data can help us live heakhicr and longer lives that arc more environmentally friendly.

o The EU can build on its comprehensive legal framework for data and its use in the economy,
including the General Data Protection Regulation, the Regulation on the Free Flow of Data,
and the Open Data Directive. The Anncx to this White Paper gives an overview of the existing
legislalion on dala access and usc in the EU and an assessment of its relevance for the
development of astificial intelligence.

¢ The Commission secs 1he development of common European data spaces 1o be a key measure
lor redressing the problem of data access. These spaces will combine Ihe technical
infrastructure for data sharing with govermance mechanisms, They will be organised by sector
{for exampl e agriculiure) ar problem arca (for example climate change).

e This While Paper presents a scries of further measures to ensure data availability in the
common European data spaces. On some of these actions, work has already started. Others are
10 be addressed in the near future. In a separate policy document, the Conunission will present
its ovesall siralegy on dala, including addilional measures related to data access and use that
require further analysis and discussion.
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Based on the recently revised Open Data Directive, the Commission intends to adopt by early
2021 an implementing act on high-value public sector datasets. These datasets should be made
available for fiee and in machine-readable fomnat, well suited for artificial intelligence
development. This concerns geospatial data, environmental and earth observation data,
meteorological, mobility and busincss data, and statistics. Further categories could be added
by way of a delcgated act.

A clear link neads 1o be made between the data policies and the EU-leve) investments {plcasc
see Section 3). In particular, the Comumission wants to support the development of common
Furopean data spaces under the Digital Lurope programme. This includes also support to
national agencics for publishing high-value datasets.

Kcv questions to be further addressed:

A\

\ 4

What are the main issues concerning data used for training artificial intelligence? Quality of
data? Riased data? Interoperability? Access to existing data?

Are there any existing initiatives in the private sector t0 improve access to and sharing of data
Jorthe purpose of training artificiul intefligence? if so, can we help scole them up? ifnot. why
do they not exist?

HWhat is the existing policy framework to facilitate access to and wse of data?

Which problems could be better solved at national level and which at the EU fevel?
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A REGULATORY FRAMEWORK FOR ARTIFICIAL INTELLIGENCE

A

The regulatory framework for artiCicial intelligence has 10 be consistent with the overall
objectives of the Europran approach to artificial intelligence, i.e. 10 promote Europe’s
innovation capacity in this new and pramising field, while simuliancously ensuring that this
technology is developed and used in a way that respects European values and principles.

As any new lechnology, the use of artificial intclhigence brings both new opportunities and
new risks. In addition, artificial intelligence poses distinctive challenges from a regulatory
point of vicw, as producits and scrvices based on atificial iniclligence combine data
dependency (dala gencration, processing and analysis) with almost omnipresent connectivily
within new technological ecosysiems, such as the Internd of Things and cloud computing.

Artificial iniclligence is alrcady subject 1o an exiensive body of EU legislation, on
fundamental rights (c.g. data protection, non discrimination, gender equality, asylum,
copyright), consumer law, and product safety and liability. However, given the fast
development of the anificial imelligence 1echnology, this legislation might not fully cover all
of the specific risks that artificial iniclligence brings, possibly revealing cenain regulatory
gaps or wecaknesses that were not apparent before. This also includes a lack of ctfeclive
rcgulalory 100ls 10 ensure that anificial iniclligence complics with exisling requircments.

A balanced and values-based regulatory framework will not only support the widespread
adoption of this technology, but will also help European companics to benefit fully from a
friction-less singlc market to scale up their operations across Europe. It must carefully
complcment and build upon the existing EU and national legal frameworks, 10 provide policy
conlinuily and ensure legal certainty Such a proportionate approach focused on addressing
well-defined risks and gaps will help to avoid unnccessary additional regulatory and
adminisirative burdens, and cnsurce that European innovation continues 1o thrive.

PRORLEM DEFINITION

In spitc of the opportunities that artificial intelligence can provide, it can also Icad to harm. A
potential hann brought by artificial intelligence might be both maieriai (loss of life. safely and
health of individuals, damage 10 property. etc.) and immaterial {(loss of privacy. linitations to
the right of frecdom of expression, human digmily. elc.), and can relate to @ wide airay of risks.

Risks for fundomental rights, inciuding discrimination, privacy and dato protection

Bias and discrimination arc inherent elements of any socictal or cconomic activity. Human
decision-making is also prone to mistakes and biases. However, the same level of bias when
present in an artificial intelligence could affect and discriminate many people without the
social contro! mechanisms that govern human behaviour. In addition 10 discrimination,
artificial intelligence may lead to breaches of other fundamental rights®, including freedom of
cxpression, freadom of assembly, huinan dignity, private life or right to fair trial and ctlcctive
remedy.

These risks might be a result of fawed design of artificial intelligence systems (e.g. the sysiem
is programmed 1o discard femalc job applications) or the input of biased data (c.g. the system

¥ Council of Europe research showsthat a Targe number of fundamental rights could be impacied firou the use of anificiat
intelligence. hitps://rm.coe.int/algonitlins-and.huiman-1iphis. cn.rev/1 680795655
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is waincd using only data from whilc males). They can also occur when the systan “leams

during the use phase. tor example when an antificial inteltigence systems “leams” that students
with the best academic results share the same postal codes which happen to be prevalently
whitc in population. The risks will in such cases not stem rom a flaw in the original design of
the systemy but from the practical impacts of the correlations or pattems that the system
identifies in a large datasct.

An employer was adver ising for a job opening in a male-dominaied industry via a social media platforn.
The platform’s ad al gorithm pushed jobs to only men to maximize retums on the number and quality of
applicants. Sowce: Noam Scheiber. Facebook Accused of Alfowing Bias Against Women in Job Ads.” The
New: York Times, September 18, 2018.

Antificial intelligence might also give rise to nisks for privacy and protection of personal data.*
For example, private and public actors can use artificial imelligence 10 identify people who
want 10 remain anonymous. Employers can use anificial intelligence to obscrve the working
paticms of their employees. Companies ean track daily habits of people and listen in 10 private
communication. Artificial intelligence technologies can be used for mass surveillance of the
gencral population by staic authorities. By analysing large amounts of non-personal data and
idenufying links among them, artificial intelligence can also be used 10 retrace and de-
anonymise personal data about cenain people

Arificial intelligence programmes for facial analysis display gender and racial bias, demonstraling low
errors for determining the gender of lighier-skinned men but high eniors in detennining gender for darker
skinncd women. Source: larry Hardesty, “Siudy Finds Gender and Skin-Type Bias in Commercial
Antificiol-iwelligence Systems,” AT News, February 11, 201 8.

i.

Safery and liability risks

Anificial intclligence technologics may prescnt new safety risks for users when they are
embedded in products and services. For cxample, due to a [law in the objuct recognition
tcchnology, an autonomous car can wrongly identify an object on the road and cause an
accident involving injurics and material damage. As with the nisks to fundamental nights, such
risks can be a resuh of flaws in the design of the artificial intelligence technology, problems
with the availability and quality of data or problems stemming from machine Icarning. In case
of connecled objects, the loss of conncctivity may lead 10 safety risks, While some of these
risks are not limited 10 products and services relying on artificial intelligence. the presence of
antificial intelligence may increase or aggravate such safety risks.

If thesc risks maierialisc, the characieristics of antificial intelligence make it moac difticult 10
anributc lability. This in tum tnakes it difficult for victims of damages to scek remedics under
the current EU and national liability legislation.*

The General Daia Protection Regutation and the ePrivacy Dircctive (new ePravacy Regulation under negotanion) broadly
address these rnsks bui there imght be a need to examine whether attificial intelligence sy stems pose additional nisks. The
fornthcoimng cvaluation of the General Daia Protection Re pulation willbe of selevance m this conteat.

The umplicatrons of anilicial mteligence, Intenet of Things and other dignal technolopies for safely and liabdity
legastaion arc anslysed in the Cominission Rcpost accompanying shes White Paper.
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In the fatal aceidemt of an Uber autonomous car in Arzzona in 2018. the US National Traftic Sof ety Board
obscrved that the sollware installed in Uber’s vehicles that helps it dejeer and classify: other objecis did not
include a consideration for jaywalking pedesirians, As 3 result. the system failed to recognise the woman
who was  walking  her bike  across the road as 3 peison.  Source:
; v/investigati i /Reports/HY 1 3AHI1} 0-preli ;

® Thc specilic characteristics of artilicial intelligence technologics, including complexity,
autonomy and opacity ("black box-ctect’) may hamper the enforcement of existing U law.
I'nforcement authoritics might fack the mexns 10 verify how a given automated decision was
taken, or whether existing niles were respected. Individuals and undeitakings may face
difficultics with access 10 justice through private enforcement. Developers and usess of
antificial intelligence do not necessanly keep information that make it possible to trace back
problcmatic decisions that antificial intclligence systems make. Enforcemem authonties and
victims of possiblc damage may therclore find it difficult 1o serutinise these decisions. Victims
of dammage may not have effective access 10 justice and be less protecied compared 10 when
damage is caused by traditional 1echnologies. These various risks of hann occurring will
increasc as the licld of applications for antificial intcllipence widens and its usc becomes tnore
widespread.

In Spain, the complexity of the process used by the public anthor ties to decide on a discount on eery7y bills
to at-risk individuals and familics combincd with1he malfanctioning sofware and lack of infornmation about
the nature of rejeciions resulted in only 1.1 million pecople out of 5,5 polential benelicianies profiting from
the so-called Bono Social. The former government estimated 2.5 million peopk: would receive the subsidy.
Source: 201907/, ing-ruled-throngh-secret-source- jthms-

*  Mcember States are already exploring options for national legislation 1o address the challenges
of artiticial intcligence, This may risk frapmenting the single market. A number of Member
States (e.g. Istonia, Germany, ltaly, Latvia and Sweden) have highlighted the need for
rcgulatory action n their national strategics on artificial imtelligence. Divergent national ulcs
may create obstacles for companies wiho want to sell and operate antificial intelligence systems
in the single market. Lnsuring a common European approach would cnable Luropean
companics 1o benefit from  smooth  access to the single market and suppott their
competitiveness at global markets.

B. EULEGISLATIVE FRAMEWORK FOR ARTIFICLAL INTELLIGENCE

e The development and use of anificial intellipence is in principle fully covered by a
comprehensive body of EU lepislation and further complemented by national fegislation. As
repards the profection of fundamental rights. the EU legislative francwork consists of the
Charter of Fundamenial Rights and scctorat legislation. including the Race Equality Directive,
the Employment Equality Directive and the Framework Decision on combating 1acism and
xenophobia. Thete is also a body of legislation conceming personat data protection and
pnvacy. notably the General Data Protection Regulation.

e The EUalso has a legal framework for product satcty and liability that consists of the General
Product Safity Directive and a number of scctor-specitic mbes covering dif f erent categories of
producis from machines 10 toys and medical devices. Thisis complemented by the Product



Drafiasof 1212

Liability Dircctive that provides the rules for compensation lor damage sufaed by a
consuma as a result of defective products.

WVhile the EU legislation in principle applics to anificial intelligence systems, the question of
whether it addresses adequately the nsks that anificial intclligcnce systems pose to
fundamental rights.

In consultation with Member Stales, businesses and other stakeholders, the Comimission
identilicd the following weaknesses of the cunvent legislative framework:

o

Limitations of scope as regards fundamemal righs: lor cxample, the Charter of
Fundamental Rights docs not apply to situations involving only privale sector parties,
Similarly, the EU legislation on fundamncntal rights covers only cenain situations, for
example access to employiment, social protection, education, public seivices such as
housing. It is does not apply horizontally and does not address all possible grounds of
discrimination which the Chartcr scis oul.

Limitations of scope with respect to products: the EU product salcty legislation only
applics tothe placing of products on the imarket. Therelore, the safety requirements do
not apply to services based on artifictal intelligence (e.g. health services, financial
scrvices, ransport services).

Uncertainty as regords the division of responsibilities betwecn differem economic
operators in the supply chaim: certain economic actors who develop and integrate
artificial intelligence into products arc not covered by the EU legislation on product
saf ety. The rules do not apply to the developer of artificial intelligence unless (s)he is
a1 the same time the producer of the product.

Changing nature of praducts: the inlcgration of sofiware, including anificial
intelligence, into products can modify the functioning of products dunng their
lif ecycle. This is particularly true for products that require fircquent sofiware updales
or which rely on machine learning. These features can give rise to new safely risks
that wure not present at the time when the product was placed on the market.
Enwrgence of new risks: the use of artificial intelligence in products and services can
give risc 10 new safuty risks. Tliese may be linked 10 cyber threats, personal safety
risks, risks that result from loss of connectivity, ele. Those risks may be present at the
time the products are placed products on the market or ansc as a result of software
updates or machine leaming when the product is being used.

Difficuliics linked to enforcement: given the opacity of antilicial intelligence (‘black-
box’ characteristics), it may be dil¥icult for authorities 1o enforce EU legislation,
wheher on fundamental rights or on safety and liability. ‘The lack of wansparency of
avtomated decision-making makes it difficult to prove possible discrimination. The
lack of transparency will also make it dijficull 1o attribule liability and prove causality
between a damage and a defect in the design of anificial imelligence which i tum
wilkmake it difficult 1o have access to remedics.

Given Lhe issues identified above the Comimission considess it necessay 10 1eview and where
ncces.sary complement the legislative framework applicable to artificial intelligence 10 make if
fit for the current 1cchnological level of developmentandto take fully into account the human
and cthical implications.
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C. LEGAL DEFINITIONOF ARTIFICIAL INTELLIGENCE

® A key issuc for the future repulatory framework i the dcfinition of the terin “anificial
intelligence”. From the kgal point of view, anificial intelligence is best defined by tooking at
its functions. A functional definition of artificial intelligence should look at the characteristics
that dif ferentiate anificial intelligence from more general terms, such as sofiware While the
term ‘software” is not detined in EU law, Directive 2009/24/EC provides a definition of
‘computer programme’ in recitals, This is defined as including programs in any form,
including those which are incorporated into hardware. Therefore, antificial intcllipence could
be defined as sofiware (intewated in hardware or sclf-standing) which provides for the
following functions:

o Simulation of human intelligence processes, such as leaming, probk'm-solving,
reasoning and self-correction;

o Petfonming cenain specified complex tasks, such as visual perception, speech
recognition, decision-imaking and tanslalion with a degree of autonomy, including
through sclf-learming processcs;

o Involving the acquisition, processing and rational or reasoncd analysis of data,
typically in large quantities.

e Whilc other, more technical approaches to the definition are possible®, the Commission
considers that these approaches would be less suitable in view of the fast pace of technological
developments. The definition of antificial intcllipence must be sufficiently fexible to
accommodalc technical progress while providing the nccessary legal certainty.

D. ADDRESSEES

e Many economic actors are involved in the lifecycle of an artificial intelligence system. These
include the developer of the algorithim, the producer, distributor or importer of a product based
on artificial intcllipence. the supplicn of services based on artificial intelligence and the
operator or user of a product based on artificial intellipence,

e The mainprinciple guiding the attribution of rolesand responsibilitics in the future regulatory
framework should be that the responsibility lies with the actor(s), who is/arc best placed to
address il. Therefore, while developers of antificial intelligence arc best placed to address risks
that arisc from the development phase, their ability 10 control risks during the wse phasc may
be more limited. This would also reflect the approach taken in EU safety lepislation, which
lays down obligations for diffcrent cconomic opciators invelved in placing products on the
markct, and 10 a limited exient for consumas and professional uscrs, laking into account their
difi'crent rolesand knowledge

e Thercfore, the funwe regulatory framework for artificial intelligence should set out obligations
for both developers and users of artilicial intelligence It could also include obligations tor
other groups. such as supplicrs of services (c.g. third-pany sottware updatc). This approach
will require that different revuirements are assigned 1o diff'eremt typues of addressees piven the

¢ Such aliemaive technical approaches 10 the definiion would for instance focus Onsystems that are trained with
the machinc leaming technique, covering mier aka: decp leaming and back-propagation, supenvised Icaming.
unsupenvised leaming. reinforcement leaming, penciative adversazial networks and symbolic scasoning.
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very differcnt roles that these aclors have in the lif ecycle of products and scrvices based on
artificial intelligence. The obligations on developess of antificial intelligence will focus on the
nsks that can be addresscd while anificial intelligence systems arc being developed, while the
obligations on uscrs of anificial intclligence will warget the risks arising when anificial
intelligence systems are being used. This approach would cnsure that risks are managed
comprehensively while not going beyond what is feasible for any given ¢conomic actor.

POSSIBLE TYPES OF OBLIGATIONS

Wihen designing the fulure regulatory framework for astificial inelligence, it will be necessary
to decide on the types of legal rcquiremenis that should be inposed on the developers and
users of artificial intelligence. Tlese requirements can have either a preventative ex ante
character (e.g. process requirements, including transparency and accouniability 1hat shape the
design of astificial intelligence systems), or an ex post character (¢.g. requirements on redress,
rcmedies).

Preventative ex arte requirements aim 1o reduce risks created by artificial intclligence before
products or scrvices that rely on antificial intelligence arc placcd on the market or are
provided. E£x post requirements address the situations once the hann has matenalised and
would aim either 1o facilitate cnforcement or 1o provide possibilities of redress or other types
of remedy. While safcty risks can largely be addressed through ex anre requirements,
addressing liability issues rcquires ex post rcquircments. Addressing risks 10 fundamental
rights will probably require a combination of ex ante and ex post requirememts

£Ex ante requirements could include:

o Accountability and transparency requirements for developers (as pan of the ex-post
mechanism for enforccment) to disclosc the design paramcters of the anificia)
inteiligence system, incladata of datasets uscd for fraining, on conducted audits, etc.:

o Tiansparcncy and information requircments for users towards individuals, including
for wransparcnt and clear proccsses and oulcomes for consumers;

o General design principles for developers 10 reduce the risks of the arntifcial
intelligence system,

0 Requircments for users regarding the quality and diversity of data used 10 train
artificial intelligence sysieins;

o Obligation {or developers to carvy out an assessiment of possible risks and1otake steps
to mninu’se themn; as well as obligation 10 keep records of these assessinents and the
steps 10 mitigate the nisks;

o Requirciments for human oveisight or a possible review of the automaicd decision by
attificial intelligence by a human (c.g. in case of desval of social benefits) as regards
non-personal data (1o complement the obligations for automated decision making
under the General Dara Protection Regulation);

0  Additional safety requirements for producers of products, notably conceming the risk
of cyber threats as well as risks for privacy, data protection and personal security with
implications for safety {e.g. obligations for the producer (0 cnsure a cettain level of
protection against such safety risks):

3
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0 Reguiements addressing the changes 10 the product during its Jife-cycle that could
affeci the safety of the product {e.g. machine leaming, soltwarc updates).

Ex post requirements could include:

© Reguirements on liability for harmydamagc caused by a product ora scevice relying on
artificial intelligence, including the necessary procedural guarantees (possibly
differentiating between high-risk and low-risk applications); and

o Requirements on enforcement and redress for individuals and undartakings. including
access to existing altiernative online dispute resolution systesns.

It is iinportant 10 note that thesc requirements focus on process — reducing risks e.x anre and
cstablishing hability and possible remedies ex post - rather than on achieving specific results,
i.e. specifying that artificial intelligence shall not discriminate. It would be technically difficult
to avoid all risks associated with artificial intelligence. In addition, imposing specific results
would likely require establishing new substantive rights for individuals, ep. non-
discrimination by artificial imelligence. This could lead to regulatory differences between
atificial intelligence and raditional products and seivices.

Based on this, the Commission is of the view that the regulatory fiamework should be bascd
on requirements for the process rather thiw requirements for specif.c results, and that the
requirements would nced to be both ex anie and ex post. The stakcholders’ input would be
particulaly welcome on the list of requirements presented above.

F. POSSIBLE REGUIATORY OPTIONS

Given the variety of risks covered, he Commission is looking at ih¢ following five rcgulatory
options.

Option I: Voluntary labcelling

This option would consist of a legalinstrument setting out a volumary labelling framework for
developers and users of antificial intelligence. They could chose 1o comply, on a volunlary
basis, with requirements for ethical and wustworthy antificial intelligence. If they complied,
they would be allowed 10 use the label of “ethical‘trustworthy antificial imelligence’

While panicipation in the labelling scheme would be volumary, once the developer or user
opted 10 use the label, the requirements would be binding. This scheme would have to include
measures to ensure enforcement. It should be recognised that volumary labelling may not be
sulficicnt 1o address concems hinked 10 safety and liability, which are already covered by
mandatory requircments in EU legislation. Similarly, a voluntary labelling framework would
have limited impact on addressing risks linked 10 tundamental rights.

A voluntany framework could nonctheless help 1o promote “ethical and trustwonthy’ arntificial
miclligence. It would liclp Europe play an important role in the discussions on “ethical and
trusiworthy’ aniticial intelligence at the international level while Jimiting the cost implications
for both European and forcign developers and users of anificial intelligence.

Option 2: Seciorial requirements for public administration and liscial recognition

This option would focus on a specilic area of public concem — the use of anificial imelligence
by public authorities. This limited scope could reduce the regulatory and administrative

14
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burden and make it casier for developers and users of atificial intelligence systems to
ascenain whether or not they full within the scope of such regulatory instrninent. Although
this approach would only address the use of amificial intelligence by public authoritics, it
could have an impaontant signalling eff'ect on the private scctor.

Specitic obligations for the use of artificial intelligence by public adiministrations could follow
the model sct out by the Canadian directive on automated decision-making’. This approach
would aim to cnsure that public authorities deploy automated decision systems in a way that
reduces risks 10 public instimtions, and lecads 10 more efficient, accurate, consistent, and
intcipretable decisions. I could for instance sct out requirements for impact assessments of the
algorithins used, quality assuance, redress mechanisms and reporting.

The requircinents for public authorities could be coupled with specilic rules on facial
reconition systems, irmmespective of whether they are used by public or private actors. These
rules could regulate in mmorc detail the use of facial recognition technology {also known as
biometric remote identification) in public spaces, complementing the provisions of the General
Data Protection Regulation.

The General Data Protection Regulation already stipulates that data subjects shall reccive
infonnation about the cxistence of automated decision-making, including profiting, and
meaningful inforination about the logic involved, as well as the significance and the
consequences for the data subject. In addition, unless he or she has given explicit consent, the
dau subjcct has the right not 1o be subject 1o a decision based solely on automated processing,
including profiling, which produces legal effects for him or her or significantly affects him or
her. This right is subject 10 some exceptions, notably automated processing s authoriscd by
Union or Mcmber State faw (e.g. for border control management). In these cases, the data
controller needs to take measures to safeguard the data subject’s rights and freedoms and
legitimate interests, and to carry out a data protection impact assessinent. These provisions
mncan that citizens must already be infonned and conscnt 10 the use of anificial lechnology in
situations when this can produce legal effcds for them oralf cctihem in a similar way,

Building on these cxisiing provisions, the future regulatory framework could go further and
include u time-limited ban on the use of facial recognition technology in public spaces. This
would mecan that the usc of facial recognition technology by private or public actors in public
spaces would be prohibited for a definite peviod {e.g. 3-5 years) during which a sound
mcthodology for asscssing the impacts of this technology and possible risk management
mcasures coukl be identificd and developed. This would safeguard the vights of individuatls, in
particular against any possible abuse of the technology. It would be nccessary to foresee some
cxceptions, notably for activities in the context of research and development and for sccurity
purposes (subject 1o a decision issucd by a relevant count). By its nawre, such a ban would be
a far-reacling imeasure that might hamper the development and uptake of this 1echnology. The
Commis.sion is therefore of the view that it would be prefeiable 1o focus at this stage on full
implcmentation of the provisions in the General Data Protection Regulation. The Comimission
wilk consider whether to adopt guidance to facilitate this.

?

Morcdctailsarcavalable sl
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Option 3: Mandatory risk-based requirements for high-risk applications

This option would foresee legally binding requirements for developers and users of antificial
intelligence, building on existing EU legislation. Given the need to ensure proportionality, the
new requirements could apply only to high-risk applications of artificial intelligence. This
risk-based approach would focus on arcas where the public is at risk or an important legal
interest is al stake, This suictly targeted approach would not add any ncw additional
administrative burden on applications that are deemed ‘low-risk’.

A diff crentiated risk-based approach would allow for better proportionality of the regulatory
intervention, but it also requires clear criteria 1o diff crentiate between ‘low-risk’ and ‘high-
1isk’ systems. This is necessary to ensure smooth implementation by all relevant economic
actors as well as national compctent authoritics.

The criteria todetermine the level of nisk could include the following:

a) Delining high-risk scctors (e.g. healthcare, ransport), possibly in combination with an
indicative or exhausltive list with the possibility to amend such list;

b) Defining high-risk applications (e.g. predictive policing), possibly in combination with
an indicative or exhaustive list with the possibility to amend such list;

c) (Sclf-)ldentifying the level of risks through a risk assessment camied out by the
developer and/or uscr of artificial intelligence;

d) Other types of criteria taking intoaccount the context:

o  whether the individual orlegal entitics cannol avoid being aff ected by the output
of an anificial intelligence system, or risk suffering scrious necgative
conscquences as a result of the decision 1o ‘opt out” {c.g. healthcare applications);

o how important the output of the artificial intelligence system is for an individual
or legal entity (c.g. social sccurity benefits);

o  whether the output of the anificial intelligence system with a significant eff ect for
an individual or legal entily is iveversible (c.g. collision avoidance in sclf -driving
vchicles);

o whether the individuals or legal entities affected by the output of the artificial
intelligence system are in a specific arca with a high risk of discrimination (e.g.
rccruitment proceedings).

Having considaed the diff erent options, the Commission is of the opinion that the definition
of ‘high-risk applications should rely on a cumulative application of two criteria.

o an exhaustive list of seclors (cg. healthcare, transport, police, judiciary) that
would be specified in an annex and sub jert to amendments by means of delegated
acts if nccessary, and

o a more abstraci definition of “high-risk” applications along the lines of *high-risk
applications means applications of artficial intelligence which can produce legal
eflects for the individual or the legul entity or pose risk of injury. death or
significant material damage for the individual or the legal entity’.

Such a combined application of the two criteria would ensure a nairow scope of application
while providing the maximum level of icgal certainty for relevant economic operators. Only

6



Drafiasof 12/12

those applications ccting both of these criteria would be subject 10 the mandalory
requircments.

For ‘low-risk’ applications, the cxisting provisions of EU legslation would apply. That
includes for example the provisions of the General Data Protection Regulation on the
information the data subject must reccive about the use of automated processing, including
profiling, and the obligation 10 cany out a data protection impacl assessment.

Option 4: Safety and Liahility

‘The EU acquis includes an extensive body of product safety and liability legislation. While
this lepal framework has proven its cffectiveness, it would be appropriate 10 consider targeted
amendments of the EU safety and hability Jegislation (including the Genera) Product Safety
Directive, the Machinety Dircctive, the Radio Equipment Directive and the Product Liability
Directive) to address the specific risks of anificial intelligence.

The Report on the broader implications of antificial intelligence, Intermet of Things and other
digita! technologi es for the EU safety and liability framework, which accompanies this White
Paper, provides an overview of EU legislation and identifies the shortcomings with respect to
the specific risks posed by antificial intclligence and other digial technologies. The aim of the
targeted adjustments of EU legislation would be 10 addscss those shortcomings.

Specific risks which are currenily no1 addressed or not addressed adequately include the risks
of cyber threats, risk to peisonal securily, to privacy and 1o personal data protection. New
requirements should address these issues and the risks that are related to software updates and
machine Jeaming when produclts ar¢ being used In addition, iidjusiments may be needed to
clarify the responsibility of developers of artificial intelligence and to distinguish them from
the responsibilitics of the producer of the products using the anificial intelligence. The scope
of the legislation should also be reviewed 10 detennine whether arnficial imelligence systems,
which arc currenily not covered by the definition of products, should be covercd. Similar
changes will be also required to the provisions concerning the Jiability for damages caused by
defective products. Changes 10 the Product Liability Dircetive might also ain to facifitate the
burden of proof for consuners 10 ensure casier aceess to juslice,

To assess the impacts of these targeted changes, the Commission will Jaunch the work onthe
impact assessment(s). The changes could 1ake the fonn of specific amendments to individual
picces of EU legislation or a ncw horizontal picce of legislation that would include the
rclevant requirements for antificial imelligence.

‘This option could be combined with any of the other thice options set out above. This
combined approach would cnsure that all relevant risks poscd by artif cial intelligence systems
arc addressed while taking into account the specificities of the existing legal framcwork.

Option 5: Governance

¢ To ensure that any future rules on astifictal intelligence bring about the anticipaited benefits for

consumers and businesses, an effective system of enfoicemunt must be an essential component
of the future regulatory fiamework. This will require a strong systemn of public ovessight, This
system should, as much as possible, build on the existing network of authontics, It should
consist of national authoritics that will be entnusted with the implementation and enforcemnent
of the future regulatory framework. In addition, it will be necessary to foresec a mechanism 10
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foster cooperation among national authorities across the EU and facilitate the cxchange of
information, knowledge, and best practice.

e There ae alkrcady a numbar of diff erant authoritiess involved in implementing and enforcing
EU legislation, including in the areas of fundamenital rights, data protection and safety. For
example, under the General Data Protection Regulation, cach Mamber State had to appoint
one or more supavisory authoritics 1o monitor the application of the Rcgulation. The
Regulation also foresecs a Europcan Data Protection Board with a number of tasks, including
advising the Commission on issues linked 1o data prolection and preparing guidclines,
recommendations and best practices. EU safety legislation, including thie General Product
Safay Directive and the new Regulation on market survcillance and compliance of products,
also requires Member States 10 nominate authoritics to monitor the compliance of products
with the safety requiremens. Both pieces of lcgislation foresec specific cooperation
mechanisms: a Consumer Safely Network and a Union Product Compliance Network.

* Given the specificity and complexity of regulatory challenges posed by anificial intelligence,
it would nonetheless be appropriate for Mcmber States to appoint authontics responsible for
monitoring the overall application and enforcement of the foture regulatory framework for
artificial intclligence. Member States will be free 10 decide that thesc tasks should be entrusted
1o cxisting authorities in order 10 minimise any additional administrative burden. These
authoritics could be responsible not only for monitoring the application of the new legislation
addressing specifically artificial intelligence but also provide guidance on horizontal questions
of relevance lor the overall EU regulatory framework for antificial intelligence. The
Commission will also set up an appropriate mechanisin 1o promote cooperation between the
relevant national authonitics,

¢ [The Commission is of the view that Option 3 sct out above, combined with Option 4 and
Option 5. scems to bc the most promising 10 address the risks specific 10 anificial
intelligence. Therclore, the Commission may consider a combination of a horizontal
instiument sctling out transparency and accountabilily requircments and covering also the
governance framework, complemented by targeted amendments of existing EU safety and
liability legistation. The horizontal instument would be rclevant both for enforcing EU
fundamental rights legislation as well as cxisting EU safcty and liability legislation, and
possibly also national lcgisfation. ]

6. CONCLUSION

o [tobe developed, Wso referring io the broad outline of action a fier the consuliation phase)

The Commission invites for commmnents on the proposals set out in the White Paper. They may be
sent by XXX 2020, cither by e-mail t1o: YYY orby post to: ZZZ.

h is standard practice for the Commission 1o publish submissions received in response to a public
consultation. However, il is possible 10 request that submissions, or parts thercof, remain
confidential. Should this be the case, plcase indicate clearly on the front page of your submission
that it should not be made public and also send a non-confidential version of your submission to
the Commission for publication.




