Fundamental rights and the interoperability of EU information systems: borders and security
This report addresses matters related to the right to respect for private and family life (Article 7), to the protection of personal data (Article 8), and to an effective remedy (Article 47), as well as to the prohibition of torture and inhuman or degrading treatment or punishment (Article 4), liberty and security of person (Article 6), integrity of the person (Article 3), the right to asylum (Article 18), prohibition of collective expulsion (Article 19), rights of the child (Article 24) and equality before the law (Articles 20). These fall under Titles I ‘Dignity’, II ‘Freedoms’, III ‘Equality’ and VI ‘Justice’ of the Charter of Fundamental Rights of the European Union.
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Foreword

Interoperability between EU information systems in the areas of borders and security aims to provide fast and easy access to information about persons crossing the borders to enter the European Union (EU). Currently, various proposals on EU-level information systems mention interoperability. In a nutshell, these systems would include information about all third-country nationals – whether applying for asylum or just arriving in the EU for a short stay.

When used to obtain information about individuals entering the EU, this entails both opportunities and risks from a fundamental rights perspective. Interoperability does not intrinsically violate fundamental rights. However, adequate safeguards and mechanisms to protect the rights set out in the EU Charter of Fundamental Rights are essential. Interoperability implicates a number of such rights – especially to respect for private life and the protection of personal data. In the areas of borders and security, it can also affect many other rights, such as the rights of the child, the right to asylum, liberty and security of person and the right to an effective remedy. Moreover, the actual broader availability of data can in itself have additional implications – both positive and negative.

This publication was originally prepared to support discussions in the high-level expert group on information systems and interoperability, tasked with elaborating the legal, technical and operational aspects of options for achieving interoperability of information systems. Convened by the European Commission, the discussions brought together relevant experts nominated by EU Member States, Schengen associated countries, and EU agencies and bodies.

FRA aims to provide solutions to existing fundamental rights challenges – and to prevent new ones from emerging. This report is an important element in that work.

Michael O’Flaherty
Director
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Executive summary

Interoperability between EU information systems in the areas of borders and security aims to assist in decision making by providing a more complete picture about a person. Such information systems cover mainly non-EU citizens, including short-term travellers, asylum seekers, and third-country nationals with criminal records.

Depending on the technical solution chosen, interoperability can create new fundamental rights challenges or amplify those already present in existing systems. At the same time, interoperability can provide new opportunities to offer more robust and timely protection – for example, in the case of missing children.

Due to the underlying aim of interoperability – providing easy and quick access to information about third-country nationals – a number of the challenges are linked to the right to private life (Article 7 of the EU Charter of Fundamental Rights (the Charter)) and the protection of personal data (Article 8 of the Charter). Furthermore, the actual broader availability of data can in itself have additional implications – positive or negative – on, for instance, the right to an effective remedy (Article 47) or the prohibition of torture and inhuman or degrading treatment or punishment (Article 4), liberty and security of person (Article 6), integrity of the person (Article 3), the right to asylum (Article 18) and prohibition of collective expulsion (Article 19), rights of the child (Article 24) and equality before the law (Articles 20).

Protection of personal data

According to Article 8 (1) of the Charter, everyone has the right to the protection of their personal data. Article 7 stipulates the right to respect for private life. Any interoperable solution or solutions selected for the EU information systems will need to be designed in a manner that does not unduly affect core data protection principles. Data protection by design and by default (commonly referred to as ‘privacy by design’) is often highlighted as a precondition for establishing interoperability in line with core data protection principles.

Alphanumeric data can be unreliable for establishing the identity of a person, whereas the use of biometric data makes the matching significantly more reliable. Interoperability needs to respect the special sensitivity of biometric data, which require additional safeguards to be considered when such data are processed.

Interoperability should not lead to the processing of more – biometric or alphanumeric – data than necessary for the existing purposes under the individual legal instruments. Technical solutions chosen must limit access only for authorised purposes and to authorised staff and must provide for automated deletion of data to comply with legally set retention times. The biometric matching service and the single search interface should not be programmed to actually store data, but only to match it.

If interoperability solutions envisage the possibility to show ‘flagged’ hits, which would inform an officer about the existence of additional data that he or she is not authorised to access, adjustments will be necessary to the legal instruments establishing the different information systems. The knowledge of the existence of additional information about the person, such as an entry in ECRIS or SIS II, possibly under another name, may support the identification of the person and influence the decision-making.

Interoperable databases may be highly attractive for those trying to access personal data by illegal means, not only organised crime groups but potentially also hackers linked to foreign states. One of the pillars of any interoperable solution must therefore be strong data security measures. Particularly mobile devices would need to be secured against unauthorised access. In instances when officers may request indirect access to information stored, effective verification procedures are necessary to determine if the requesting person is authorised to receive the information.

Because interoperability will make access to data easier, it increases the chances that data are unlawfully shared with third countries. This risk would be exacerbated if ‘flagged’ hits would be accessed, as a hit in Eurodac would indicate that the person is an asylum seeker. Safeguards would need to be in place to ensure that the rules on sharing of data with third countries as laid down in the individual legal instruments are adhered to also in case of interoperability.

Right to an effective remedy

Data stored in information systems may not always be accurate and therefore not always reliable. Interoperability provides the authorities with increased opportunity to become aware of inaccuracies. Authorities should, therefore, develop standardised procedures for automatic verification with data stored in other IT systems and correct inaccurate data immediately. On the other hand, if the personal data which are re-used are incorrect, interoperability may possibly lead to inaccurate information being taken over from one system to
another. Mistakes are not necessarily due to the accuracy of the data, but also to administrative errors – for instance, if the biometric data are attached to the alphanumeric data of another person.

Due to the high degree of credibility attached to biometric data as well as the technical complexity of processing them, it is difficult to rebut errors based on biometrics. To give effect to the right to rebut a false assumption based on biometric data, the authorities would need to be ready to address plausible arguments presented by the data subject.

Complying with the duty to inform may be additionally complicated in a situation of interoperability. The officer accessing the databases would first need to be clearly aware of which database he or she is consulting, which may not be obvious when consulting several information systems. Not ensuring the right to information may make it impossible for the person concerned to exercise his or her right to access own data and have it rectified where necessary, which is a recognised fundamental right in Article 8(2) of the Charter.

Rights of the child

Article 24 of the Charter emphasises the best interests of the child as a key principle of all actions taken in relation to children by public authorities and private actors. Interoperability may magnify some pre-existing risks in the case of children, particularly as the child had no say in the parents’ decision to migrate.

The physical development of the child may reduce the reliability of matches based on biometric data, particularly after a longer period of time. Matches based on fingerprints older than five years, or on a facial image, should therefore always be subject to further checks and verified against other available data.

Information on criminal records may have a disproportionate impact on children – for example, when they relate to immigration offences for which the children cannot be held responsible. In light of the vulnerability of children, consideration should be given to either excluding information on criminal records of children from the scope of the interoperable solutions altogether, or to limiting the availability of this information to very serious crimes committed by children.

Interoperability can support the detection of missing children or children subject to trafficking in human beings, and facilitate a targeted response. This requires the systematic recording of missing children in SIS II, an additional focus on child protection in the individual IT systems, particularly in Eurodac, as well as functioning referral mechanisms and tailor-made training of practitioners who may encounter children in need of protection.

International protection

Under EU law, Article 18 of the Charter protects the right to asylum. Effective access to international protection also forms the basis for the protection from refoulement, which is reflected in Article 19 of the Charter.

Through interoperability, identity fraud will be more easily identified. However, the use of false documents should not have an undue impact on decisions to grant international protection, as many seek to hide their identity when fleeing their country of origin to protect themselves, while others may be physically unable to obtain the documents necessary for legal entry (such as a passport and visa) when escaping from a conflict zone. Moreover, information originating from third countries that may be consulted through interoperability should not be taken at face value; for instance, oppressive regimes may include information about opponents in the Interpol database SLTD (Stolen and Lost Travel Documents) to prevent them from leaving the country.

Interoperability may have beneficial effects for persons seeking international protection. By ensuring that the status as an applicant for international protection is visible also when consulting other systems, it would reduce the risk of apprehension, detention or return, and also contribute to respect for the principle of non-refoulement. Past records in other systems may also help establish the identity of an undocumented person forced to flee persecution or other risk of harm.

Rights of migrants in an irregular situation

Making the EU’s information systems interoperable can contribute to more efficient immigration law enforcement, as a number of systems can simultaneously be accessed to determine if a person who has been stopped has the right to stay. Certain enforcement measures have a disproportionate impact on their ability to enjoy basic rights protected by the Charter, such as the right to education (Article 14), the right to health care (Article 35) and the right to an effective remedy (Article 47), which must be provided to everyone, without discrimination.

Due to the risk of apprehension irregular migrants become afraid of approaching health services or send their children to schools. Victims of crime may be reluctant to approach the police for fear that this would lead to their removal, which puts them at risk of further victimisation and allows perpetrators to go unpunished.
FRA’s guidelines on the rights-compliant apprehension of migrants in an irregular situation (2014) recommends amongst others that there should be possibilities for victims and witnesses to report crime without fear of being apprehended, which is of particularly importance as interoperability supports the security agenda.

**Risk of unlawful profiling**

The data contained in information systems can be used for risk assessment or profiling. The use of sensitive data for profiling is exceptionally permitted where it is necessary for reasons of substantial public interest, on the basis of EU or Member State law. Even where the profiling is based on public interest stipulated in law, it will still be considered unlawful where it is discriminatory in nature, either directly or indirectly. In the words of the Racial Equality Directive (2000/43/EC), discrimination occurs ‘where one person is treated less favourably than another is, has been or would be treated in a comparable situation on grounds of racial or ethnic origin.’ Article 11 (3) of the Data Protection Directive (EU) 2016/680 explicitly prohibits any profiling that results in discrimination on the basis of sensitive data. Automated risk assessment or profiling would, therefore, have to be based on algorithms that are not primarily or solely determined by personal characteristics that reveal sensitive information, such as, race, ethnicity, health, sexual orientation, and religious beliefs. By increasing the availability of this information contained in individual databases, interoperability may increase the risk of discriminatory profiling.

At the same time, access to additional information due to interoperability may help reduce the likelihood of discriminatory risk assessment based on sensitive personal data. This is because it would allow conducting more focused searches based on a combination of non-sensitive criteria instead of relying on a limited number of sensitive categories.

**Conclusion**

Interoperability involves both risks and opportunities for fundamental rights. Receiving the full picture about a person contributes to better decision-making. To this end, safeguards need to be in place to ensure the quality of the information stored about the person and the purpose of the data processing. Such safeguards should prevent unauthorised access and unlawful sharing of information with third parties. To ensure the right to an effective remedy, practical possibilities to rebut a false assumption by the authorities and to have inaccurate data corrected need to be in place.

Interoperability can support the detection of missing children or children subject to trafficking in human beings, and facilitate a targeted response. This requires the systematic recording of missing children in SIS II, and an additional focus on child protection in the individual IT systems. Interoperability can also contribute to respect for the principle of non-refoulement by ensuring that the status as an applicant for international protection is also visible when consulting other information systems. Risks for discriminatory profiling may be reduced if a combination of non-sensitive criteria is used instead of relying on a limited number of sensitive categories.
Introduction

When authorities take immigration and security-related decisions concerning an individual, they first need to establish the person’s identity. They do this increasingly by relying on large-scale databases, so-called information technology systems (IT-systems), where personal data of a large number of people are stored. According to current plans, in a few years, the personal data of more or less all third-country nationals coming for a short stay to the European Union (EU) would be captured in one or more information systems set up by the EU. In contrast, EU nationals remain mainly listed in national databases and EU systems only cover specific categories of them.

Biometric data are increasingly used to identify a person. Biometrics are unique to the person in question and considered as the most reliable method to identify a person. In the EU, fingerprints and facial images are the most commonly used biometric identifiers. The EU Agency for Fundamental Rights (FRA) has been analysing the fundamental rights implications of processing biometric data in large-scale EU IT-systems since 2015, when the agency started to work on a dedicated project on biometrics (see FRA Activity Box). This paper builds on FRA’s work within that project, particularly on how the fundamental rights of an individual whose data are included in an IT-system may be affected.

Authorities see easy and quick access to relevant personal data about third-country nationals as crucial to preventing security threats, as well as to take immigration-related decisions more efficiently. To this end, the European Commission has suggested that existing IT-systems, which currently operate in silos, would need to “speak to each other”. In other words, interoperability is the ability of different IT-systems to communicate, exchange data and use the information that has been exchanged. In the asylum, borders and security context, it means that when consulting an IT-system, more information about a person becomes available in one search, rather than having to undertake multiple searches in different systems. To support this aim, in its Communication in April 2016, the European Commission proposed different options on how such interoperability among IT-systems could be achieved. These options are described in the section on ‘What is interoperability?’.

In June 2016, under the Dutch EU Presidency, the Council produced a ‘Roadmap to enhance information exchange and information management including interoperability solutions in the Justice and Home Affairs area’. To assess the technical and legal aspects, including its fundamental rights implications, the European Commission convened a High Level Expert Group on information

---

1 FRA (European Union Agency for Fundamental Rights) (2015a).
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3 Council of the European Union (2016b).
Fundamental rights and the interoperability of EU information systems: borders and security

systems and interoperability, as envisaged by its April 2016 Communication, in which EU Member State officials and representatives of relevant EU institutions and agencies, including FRA, participated. More recent legislative proposals concerning information systems, which the European Commission put forward, expressly refer to the interoperability of IT-systems. This paper highlights the fundamental rights implications of interoperability between IT-systems and has been drafted to support the discussions on this topic within the EU.

Having more information about a person available at once entails both risks and opportunities for the respect of that person’s fundamental rights. Depending on the particular technical solution(s) chosen, interoperability can create additional challenges or amplify those pertinent to the existing systems. At the same time, interoperability can provide new opportunities to offer more robust and timely protection – for example, for missing children. If sufficient evidence supports the premise that interoperability can prevent the loss of civilian lives through, for example, a terrorist attack, one could argue that Member States have a duty to use the information available to them more effectively. The European Court of Human Rights (ECtHR) has stated that the right to life in Article 2 of the European Convention of Human Rights (ECHR) implies a positive obligation on the authorities to take preventive operational measures to protect an individual whose life is at risk, if they knew or ought to have known of the existence of an immediate risk. So far, however, supporting evidence that interoperability can prevent loss of life is scarce. In the context of terrorist prevention, for instance, the United Kingdom says that access to large volumes of data through bulk interception is the only way for security and intelligence agencies to gain insight into particular areas and threats.

Due to the underlying aim of interoperability – providing easy and quick access to information about third-country nationals – a number of the fundamental rights challenges are linked to the right to respect for private life (Article 7 of the Charter of Fundamental Rights of the EU (the Charter)) and the right to protection of personal data (Article 8 of the Charter). Furthermore, the absence of adequate safeguards and mechanisms to ensure a high level of data protection can have adverse effects on a number of other Charter rights, such as the right to good administration (Article 41), the right to an effective remedy (Article 47), the prohibition of torture and inhuman or degrading treatment or punishment (Article 4), the right to liberty and security of a person (Article 6) and the right to the integrity of the person (Article 3). Finally, the actual broader availability of data can have additional implications – both positive and negative – in the field of asylum (Articles 18 and 19), the right of the child (Article 24) or the right to equality before the law (Articles 20).

Interoperability is part of a trend towards an increased use of technology by border, immigration and law enforcement authorities. Academic writers have argued that the increasing collection and storage of data is likely to affect societies and individuals in multiple ways. This is particularly the case when biometric data are processed. According to some experts, curtailing privacy by processing large amounts of personal data, including biometric data, may affect democracy and society since privacy is a value inherent to a liberal democratic and pluralist society, and a cornerstone for the enjoyment of human and civil rights.

What is interoperability?

The Digital Agenda for Europe (2010) identifies improved interoperability as one of the key aspects promoting growth. Interoperability allows administrative entities to exchange electronically meaningful information in ways that all parties understand. The European Commission has supported programmes to develop, promote and use interoperability solutions in the public sector in the EU. It has also stated that interoperability should be taken into account when legislative instruments are drafted. The 2016 European Commission Communication on stronger and smarter information systems for borders and security builds on synergies identified in the
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6 See, for example, Anderson, D.Q.C. (2016).
European Agendas for Security\textsuperscript{12} and Migration.\textsuperscript{13} It considers interoperability as a means to enhance both border management and external security. The current systems are described as fragmented due to different institutional, legal and policy contexts across the EU and its Member States. Inconsistencies and diverging access cause difficulties in recognising connections between data sets. The Commission Communication defines interoperability as the ability of information systems to exchange data and to enable the sharing and access to information. The trust in IT-systems and the information they hold explains why the Communication also underlines the importance of the quality of the data. It identified four options to achieve interoperability:

- a single search interface;
- a biometric matching service;
- a common repository of data;
- interconnectivity.

The following sections further explain these four options to achieve interoperability.\textsuperscript{14}

**A single-search interface**

A single-search interface (Figure 1), or a European search portal, aims to query several information systems simultaneously and produce combined results on one single screen.

A single search interface could be added to the search functions of the current IT-systems.

The single search interface can be accessed with alphanumerical data or it can be used in combination with a biometric matching service as described in the following sub-section.

Most EU Member States use single search interfaces for simultaneously accessing separately maintained national databases. For instance, Germany uses the police database INPOL to access separate national databases. Some Member States have included national copies of SIS II (Schengen Information System) in the national search interface, whereas others can access the central SIS II through their national search interface. It would also be technically possible for Member States to set up a single search interface capable of accessing both national and European databases at the same time.

**A shared biometric matching service**

A shared biometric matching service (Figure 2) uses the same biometric identifier to search the various information systems. It enables the identification of a person through the biometric data stored in an IT-system. A biometric matching service would increase the reliability of the identification of a person across many IT-systems, without having to rely solely on alphanumerical data,


![Figure 1: Single search interface](source: FRA, 2017)
which may be incorrect or may result in many matches with persons who have the same name.

A biometric matching service would use common biometric identifiers. In the EU, these would typically be fingerprints and/or facial images to check against multiple databases if there is a match with the biometric feature stored in an IT-system. A shared biometric matching service could be attached to one of the other interoperability options, for example, single search interface, a common repository, or interconnected IT-systems, and would look for a biometric match within the different IT-systems covered, sending a response based on whether a match has been found (‘hit/no hit’).

At present, biometric checks can only take place against one single database at a time, such as Eurodac or VIS, through the automated fingerprint identification system (AFIS).

**A common repository of data**

The purpose of a common repository of data (Figure 3) is to make available certain core personal data from different IT-systems by using the biometrics matching service to identify the person. A common repository would make it possible to retrieve all stored data about a person, even if he or she appears under different identities in various IT-systems. It would link different identities in various IT-systems through biometrics and present these links in “views”. The data shown in such “views” would include alphanumeric data, such as name, date of birth and gender, linked to various identities of the same person. These “views” could be stored and maintained over time to keep up the connections to the source data. These maintained “views” would need to be ‘synchronised’ regularly to capture changes entered into the IT-systems after the view is created.

The “views” could only show “hits” which the viewer is authorised to consult according to the respective legal instruments. Alternatively, they could be programmed in a manner that also enables the officer querying the systems to see if there are other hits, the content of which he or she is not allowed to view – so-called “flagged hits”.

**Interconnectivity of information systems**

The interconnectivity of information systems implies that data registered in one system are automatically consulted by other systems; this represents another option for achieving interoperability. To this end, the IT-systems are technically connected. The systems need to be technically compatible and the data elements stored need to have a very similar interpretation. As the discussions in the High Level Expert Group have so far not focused much on interconnectivity, this paper will not discuss this option.

---

**Figure 2: Biometric matching service**

Source: FRA, 2017

---

15 Wikipedia, View (SQL).
IT-systems that could become interoperable

Discussions on interoperability cover both existing and proposed EU IT-systems, as well as Europol databases and the Interpol databases SLTD (Stolen and Lost Travel Documents) and TDAWN (Interpol Travel Documents Associated with Notices database). Interoperability could also possibly include national IT-systems.

At the EU level, existing IT-systems are the Schengen Information System (SIS II),16 Eurodac (European Dactyloscopy)17 and the Visa Information System (VIS).18 New proposed systems are the Entry-Exit System (EES)19 and the European Travel Information and Authorisation System (ETIAS).20 Although ECRIS (European Criminal
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Records Information System) already exists as a network of national criminal registers, the European Commission suggested a specific centralised database holding only the criminal records of third-country nationals. A revised proposal is expected in 2017. References to ECRIS in the present document refer to its present functionalities and not possible future ones.

Europol databases (such as the Europol Information System, EIS) are not included among the central EU IT-systems. Access to the Europol Information System (EIS) from national single-search interfaces is being piloted through the web service QUEST (Querying Europol Systems).

Table 1 shows the IT-systems that are considered in the discussions on interoperability. As the specifics of a proposal on ECRIS cannot be assessed yet, ECRIS is covered neither in this table nor in the following ones.

The EU IT-systems have been or are being set up for different purposes. These include the application of the Dublin Regulation (Eurodac), police and border checks (SIS II), visa processing and border checks of visa holders (VIS), pre-border checks (ETIAS), registration of entry and exit (EES), and exchange of information on criminal convictions (ECRIS). These systems also have additional purposes, such as access by law enforcement to fight serious crime and terrorism or immigration law enforcement purposes.

Increasingly more categories of third-country nationals are included in the IT-systems – visa applicants, irregular migrants, travellers coming for a short-term visit, without or with a visa. The only exception are third-country nationals staying on a long-term basis, as there is no dedicated EU-wide IT-system holding residence applications. Through interoperability, EU Member States would in one search potentially access all data stored on a person in the EU IT-systems. These would cover all short-term travellers, asylum applicants and in the future third-country nationals with criminal records.

Recent legal instruments proposed by the European Commission consider in one way or the other the option of interoperability. The proposal for a revision of Eurodac, for example, refers to future interoperability with SIS II and VIS, where necessary and proportionate. When presenting the SIS II proposals on police and judicial cooperation, borders checks and return on December 2016 the European Commission stated that it may consider revising the proposals to further improve their interoperability with other IT-systems. The European Commission report on the evaluation of VIS sees a potential for interoperability with Eurodac, EES, SIS II, and the SLTD. The ETIAS proposal envisages interoperability with EES, VIS, Europol, SIS II, Eurodac and ECRIS and a common repository of data of third-country nationals shared between ETIAS and EES. There is a need for a compatibility assessment between the respective purposes of the systems before considering access to and the use of data collected and processed in other systems, as underlined by the European Data Protection Supervisor (EDPS). This paper examines the fundamental rights implications of interoperability. Besides the various elements of the right to the protection of personal data, it looks at other fundamental rights potentially affected, such as the rights of the child.
Introduction

Table 1: EU IT-systems possibly envisaged for interoperability and persons included

<table>
<thead>
<tr>
<th>Persons included</th>
<th>Eurodac</th>
<th>VIS</th>
<th>SIS II: police</th>
<th>SIS II: immigration control</th>
<th>EES proposal</th>
<th>ETIAS proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applicants for international protection, refugees and irregular migrants, according to Eurodac proposal</td>
<td>Visa applicants and sponsors</td>
<td>Missing or wanted persons</td>
<td>Irregular migrants</td>
<td>Travelers coming for a short-term stay</td>
<td>Visa free travellers</td>
<td></td>
</tr>
<tr>
<td>Interoperability envisaged</td>
<td>Yes, allows for future interoperability with other information systems according to Eurodac proposal (2016)</td>
<td>No</td>
<td>Yes, SIS II proposal on police cooperation (2016) states that it may be revised to reflect interoperability</td>
<td>Yes, SIS II proposals on border and return (2016) state that they may be revised to reflect interoperability</td>
<td>Yes, VIS-EES (verify visa holders)</td>
<td>Yes, ETIAS-EES (common hardware and software components) ETIAS-EES, VIS, Europol, SIS II, Eurodac, ECRIS (risk assessment)</td>
</tr>
</tbody>
</table>

*Note: Proposed systems and proposed changes in italics.*

*Source: FRA, based on existing and proposed legal instruments (as of April 2017)*

and right to access international protection, as well as the fundamental rights implications that interoperability may have on the rights of migrants in an irregular situation or in the context of profiling.
According to Article 8 (1) of the Charter, everyone has the right to the protection of their personal data. Article 7 of the Charter stipulates the right to respect for private life. This section describes the implications on the protection of personal data when processing biometric data. It then notes how the principles of data minimisation, purpose limitation and storage limitation may be subject to new fundamental rights challenges when IT-systems become interoperable.

Under the current legislative framework, protection of personal data is regulated by Directive 95/46/EC and, when it concerns police and judicial cooperation in criminal matters, by Council Framework Decision 2008/977/JHA. Both instruments contain provisions on the right to information, the right of data subjects to access information about themselves, the right to an effective remedy, obligations in the field of data security, the right to amend incorrect data, and rules on sharing data with third parties. In 2016, both instruments were replaced by a new legislative framework, Regulation (EU) 2016/679 (General Data Protection Regulation) and Directive (EU) 2016/680. These new instruments reflect technological and other developments and overall offer a more comprehensive set of safeguards. Both new instruments must be fully incorporated into national law by May 2018. This paper looks at the data protection relevant implications of interoperability in the context of this new legislative framework.

Where the controller is an EU institution, agency or body, Regulation (EC) No. 45/2001 applies, until the European Commission proposal on the processing of data of EU institutions and agencies is adopted.

The instruments setting the legislative framework governing data protection also apply to EU large-scale information systems. The legislative acts of each of the individual systems contain specific provisions determining the controller, competent authorities whose staff can access the data, purposes of processing, storage periods and specific modalities related to, for example, sharing with third countries. As a result, the specific data protection rules and safeguards applicable to
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36 Regulation (EC) No. 45/2001 of the European Parliament and of the Council of 18 December 2000 on the protection of individuals with regard to the processing of personal data by the Community institutions and bodies and on the free movement of such data, OJ L 8/1.
the data in each individual IT-system differ, and these differences need to be reflected also by the selected interoperability solution.

The right to protection of personal data is not an absolute right. Interferences with this right can be justified, but have to respect the requirements of the Charter and of the ECHR. Under EU law, any limitation on fundamental rights guaranteed by the Charter must be in line with the requirements of Article 52 (1) of the Charter, namely: limitations must be provided for by law, must genuinely meet objectives of general interest recognised by the Union or the need to protect the rights and freedoms of others, respect the essence of the right, and be proportionate. The aim of any such limitation, therefore, needs to be carefully considered. The CJEU has underlined that all the above requirements must be complied with and that an objective of general interest is not, in itself, sufficient to justify an interference.

Any option for interoperability affects the right to protection of personal data, with implications in relation to the data protection principles of purpose limitation, data minimisation and storage limitation. The interference is also higher if biometric data are processed. The concept of data protection by design and by default (commonly referred to as ‘privacy by design’) is often highlighted as a precondition for establishing interoperability in line with core data protection principles.

This concept aims to provide solutions that fully respect privacy and data protection principles without hampering the functionality of information systems. It applies at all stages of processing, and increases transparency to the data subjects.

1.1. Biometric data

Alphanumeric data can be unreliable for establishing the identity of a person, due to many so-called aliases, cases of identity fraud, entry and spelling mistakes. Therefore, they may lead to linking database entries to the wrong person. This may have significant negative consequences for the person concerned – for example, the arrest of the wrong person by the police. The use of biometric data to search the different IT-systems renders the matching significantly more reliable. The power of biometric data lies in their capacity to serve as universal identifiers allowing information about the same person to be linked across different information sources.

IT-systems increasingly rely on biometrics, as Table 2 shows. EU systems rely primarily on fingerprints, with facial images increasingly used as a second biometric identifier. The age from which biometric data are collected is being reduced, with Eurodac amendments proposing processing of fingerprints and facial images of children as of six years of age.

Biometric data, however, represent a special category of personal data. Under Article 9 of the General Data Protection Regulation (GDPR), the processing of this data is generally prohibited. The prohibition does, however, not apply where processing is “necessary for reasons of substantial public interest, on the basis of Union or Member State law which shall be proportionate to the aim pursued, respect the essence of the right to data protection and provide for suitable and specific measures to safeguard the fundamental rights and the interests of the data subject”.

The General Data Protection Regulation defines biometric data as personal data resulting from specific technical processing relating to the physical, physiological or behavioural characteristics of a natural person, which allow or confirm the unique identification of that natural person, such as facial images or dactyloscopic data (Article 4 (14)). The definition of biometric data applies to photographs only when these are processed through specific technical means allowing the unique identification or authentication of a natural person (Recital 51).

The processing of facial images or fingerprints requires particular guarantees. For biometric passports, the CJEU has indicated that central storage of biometrics would need to comply with more stringent requirements than their storage in the passport itself. In M.K. v. France, the ECtHR concluded that retention of fingerprints solely for the reason of preventing future identity theft would, in practice, be tantamount to justifying the storage of information on the entire population, which is clearly excessive. In its opinion on the proposed Exit-Exit System, the European Data Protection Supervisor (EDPS) underlined that any proposed system requiring
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38 See also CJEU, C-73/07, Satakunnan Markkinapörssi and Satamedia, 16 December 2008, para 56; C-92/09 and C-93/09, Völker und Markus Schecke and Eifert, 9 November 2010, para 77; Joined cases C-293/12 and C-594/12, Digital Rights Ireland Ltd and Seitlinger and Others, 8 April 2014, para 52, and C-362/14, Schremes, 6 October 2015, para 92.
39 See for example CJEU, Joined cases C-293/12 and C-594/12, Digital Rights Ireland Ltd and Seitlinger and Others, 8 April 2014, para 51.
40 The principle of data protection by design and by default is reflected in the General Data Protection Regulation (Regulation (EU) 2016/679) (Recital 78 and Article 25), and in Directive (EU) 2016/680 (Recital 53 and Article 20).
41 EDPS (2010).
44 CJEU, C-291/12, Schwarz v. Bochum, 17 October 2013, paras 59-63.
Table 2: Biometric data in existing and planned IT-systems

<table>
<thead>
<tr>
<th>Biometrics included</th>
<th>Eurodac</th>
<th>VIS</th>
<th>SIS II: police</th>
<th>SIS II: immigration control</th>
<th>EES proposal</th>
<th>ETIAS proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingerprints as of the age of 14 years, and fingerprints and facial image as of the age of 6 years, according to Eurodac proposal (2016)</td>
<td>Fingerprints as of the age of 12 years</td>
<td>Fingerprints, facial image, DNA profile (missing persons for protection reasons), according to SIS II proposal on police cooperation</td>
<td>Fingerprints and facial image, according to SIS II proposals on borders and return</td>
<td>No</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Proposed systems and proposed changes in italics.
Source: FRA, based on existing and planned legislative instruments (as of April 2017)

the processing of biometric data should be accompanied by sufficient safeguards to ensure the effective protection of data stored against the risk of abuse, mistakes, unlawful access or use. Such safeguards would contribute to making the system more proportionate, as also stated by the EDPS.46

1.2. Data minimisation

Article 5 of the General Data Protection Regulation spells out the principle of data minimisation, whereby personal data must be “adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed”. In this manner, the reference to ‘necessity’ under the General Data Protection Regulation goes beyond the wording of Directive 95/46/EC, which required under Article 6 (1) (c) that the data are ‘not excessive’ in relation to the purposes. Data minimisation refers to both the amount of data collected and the data processed.

The current trend in IT-systems is not only to process more biometric data, but also an increasing amount of alphanumeric data about an individual. More data are stored in individual systems, including sensitive data. This has an impact on interoperability. First, it will allow the viewer to see more data on a specific individual in one search, which would provide a more complete set of information on the individual. Second, it may allow the viewer to get to know if information on an individual is stored in another system, even if s/he cannot see the content of such information (so-called “flagged” hits) because of rules on authorised access. Third, in case of a common repository of data, it will allow to store “links” and possibly “flagged” hits.

1.3. Purpose limitation

Purpose limitation is a central question when discussing interoperability. The principle of purpose limitation provides that personal data may be processed only for specified purposes that must be explicitly defined.47 The principle is mirrored in Article 8 (2) of the Charter, as well as in Article 5 (1) (b) of the General Data Protection Regulation. According to the regulation,48 personal data may only be collected for specified, explicit and legitimate purposes and must not be further processed in a manner that is incompatible with those purposes. The person concerned should be able to foresee the purpose for which his or her data will be processed.49

Each of the EU databases has been established for a specific purpose, defined in the corresponding legal instruments. Table 3 provides an overview of the primary purpose of existing and planned information systems.

The architecture of each information system and the accompanying safeguards reflect its purpose. In essence, the current compartmentalised nature of the EU databases in itself acts as a safeguard against the use for unauthorised purposes. The European Commission emphasised this already in 2010, noting that an overarching EU information system would “constitute a gross and illegitimate restriction of individuals’ right to privacy and data protection and pose huge challenges in terms of development and operation”.50 This reflects

46 EDPS (2016), para 38. In this context, see also FRA (2015b).
47 See also Article 29 Data Protection Working Party (2013).
48 See also Directive 95/46/EC, Article 6 (1) (b), and Regulation (EC) No. 45/2001, Article 4 (1) (b).
49 CJEU, C-275/06, Promusicae v. Telefónica de España SAU, opinion of Advocate General Kokott delivered on 18 July 2007, para 53.
rulings of the ECtHR\textsuperscript{51} and the CJEU,\textsuperscript{52} which highlighted that decentralised storage of personal data mitigates the risk of abuse for other than permitted purposes.

In its ruling invalidating the Data Retention Directive, the CJEU pointed to the fact that the directive did not expressly provide that access and the subsequent use of the data must be strictly restricted to the purpose of combating precisely defined criminal offences, but relied instead on EU Member States to define the procedures. According to the court, the legislator failed to lay down objective criteria for limiting the number of persons authorised to access and use the data to what is strictly necessary to the objective pursued.\textsuperscript{53}

Purpose limitation has particular relevance in the context of law enforcement access to the individual IT-systems. For most of the existing systems (Eurodac and VIS), access for law enforcement to combat terrorism and other serious criminal offences was introduced at a later stage as an additional purpose.\textsuperscript{54} As such, it is limited by purpose and in scope and subject to specific conditions. The need to retain the safeguards specific to each system and purpose should be at the core of any interoperable solutions.

In the context of interoperability, a challenging question is whether an officer should be made aware of the existence of information that is available on a person in

Table 3: Primary and additional purposes in existing and planned IT-systems

<table>
<thead>
<tr>
<th>Main purpose</th>
<th>Eurodac</th>
<th>VIS</th>
<th>SIS II: police</th>
<th>SIS II: immigration control</th>
<th>EES proposal</th>
<th>ETIAS proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application of Dublin</td>
<td>Visa and border procedures</td>
<td>Alerts to help fight crime</td>
<td>Alerts on refusal of entry and stay</td>
<td>Registration of entry and exit</td>
<td>Pre-border checks</td>
<td></td>
</tr>
</tbody>
</table>

| Added purpose: Apprehension and return | Yes | Yes | No | No | Yes | No |

| Added purpose: law enforcement (serious crimes and terrorism) | Yes | Yes | No | No | Yes | Yes |

Note: Proposed systems and proposed changes in italics.

Source: FRA, based on existing and planned legislative instruments (as of April 2017)
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\textsuperscript{51} ECtHR, S. and Marper v. United Kingdom, Nos. 30562/04 and 30566/04, 4 December 2008, para 103.

\textsuperscript{52} CJEU, C-291/12, Schwarz v. Bochum, 17 October 2013, para. 55.

\textsuperscript{53} CJEU, Joined cases C-293/12 and C-594/12, Digital Rights Ireland Ltd and Seitlinger and Others, 8 April 2014, paras 61-62.

\textsuperscript{54} See Council Decision 2008/633/JHA of 23 June 2008 concerning access for consultation of the Visa Information System (VIS) by designated authorities of Member States and by Europol for the purposes of the prevention, detection and investigation of terrorist offences and of other serious criminal offences, OJ L 218/129, and Regulation (EU) No. 603/2013 of the European Parliament and of the Council of 26 June 2013 on the establishment of ‘Eurodac’ for the comparison of fingerprints for the effective application of Regulation (EU) No 604/2013 establishing the criteria and mechanisms for determining the Member State responsible for examining an application for international protection lodged in one of the Member States by a third-country national or a stateless person and on requests for the comparison with Eurodac data by Member States’ law enforcement authorities and Europol for law enforcement purposes, and amending Regulation (EU) No. 1077/2011 establishing a European Agency for the operational management of large-scale IT systems in the area of freedom, security and justice (recast), OJ L 189/1.
one of the interoperable databases but that the officer is not authorised to access, in line with access rules as laid down in the respective legal instruments – so-called “flagged hits”. While it is clear that the officer does not have the authority to view the content of this information, the simple knowledge that more is stored on the individual in a particular IT-system may already give hints to the officer on that individual which he or she would otherwise not have. For example, the knowledge of an entry in Eurodac would give the officer a clue that the individual entered the EU in an unauthorised manner and/or applied for asylum. This may influence the officer’s conduct. In principle, providing the officer information about a hit he or she is not entitled to see would represent a ‘function creep’.

Europol has actually developed a mechanism for controlled access to its databases that addresses the situation that in some instances the searching officer should remain unaware of “flagged hits”. In case the Member State that owns the data has indicated that its data cannot be shared without prior consent, this Member State will first be notified concerning the hit by another Member State and will then decide whether or not to follow up on the hit.55

A single search interface or a common repository of data can make the officer aware of the existence of additional data about the person that he or she is not authorised to access under the respective legal instruments, by showing “flagged” hits. In case such data are registered under another identity, the officer can also identify multiple identities in this way, which may be particularly important for security reasons. Figure 4 illustrates a situation where the officer is authorised to access SIS II, VIS, EES and SLTD, in line with the respective legal instruments. However, through the “flagged” hits, the officer also gets to know that data on the person in question are stored in Eurodac and ETIAS, but he or she cannot access this data, in line with rules on authorised access as laid down in the respective legal instruments.

### 1.4. Storage limitation

Retention of personal data must not go beyond what is necessary for the purposes for which the personal data are processed (principle of storage limitation, Article 5 (1) (e) of the General Data Protection Regulation). The ECtHR has dealt with the length of retention in relation to biometric data. In M.K. v. France, the ECtHR held that the retention of fingerprints in a database for 25 years collected in relation to all criminal offences irrespective of their seriousness constituted a disproportionate interference with the applicant’s right to respect for his private life, and cannot be regarded as necessary in a democratic society. In S. and Marper, it underlined that a blanket and indefinite retention of biometric data of persons suspected but not convicted of offences fails

---


56 On ETIAS and fundamental rights in general, see FRA (2017).
to strike a fair balance between the competing public and private interests.

Storage periods under the individual legal instruments of existing and planned EU IT-systems have been designed to reflect the varying relevance of the data over time, as illustrated in Table 4. Although the new proposals tend to align retention times, the logic of different retention periods reflecting the purpose of the individual IT-systems remains valid.

### Conclusions

Interoperability solutions should be developed and designed taking into account the right to data protection, with due regard to the state of the art.

Any interoperable solution or solutions selected for the EU IT-systems will need to be designed in a manner that does not unduly affect core data protection principles. This includes respect for the limited purposes of each individual EU IT-system, its specific safeguards and storage (retention) periods, all of which reflect the nature of the data contained therein. Where the chosen solution leads to additional fundamental rights interference, such interference needs to pursue a clearly demonstrated legitimate aim and meet the conditions of Article 52 (1) of the Charter.

Interoperability needs to respect the special sensitivity of biometric data and take into account the need for specific safeguards when such data are processed. It should not lead to the collection and processing of more – biometric or alphanumeric – data than are necessary for the existing purposes under the individual legal instruments. Technical solutions chosen must limit access only for authorised purposes and to authorised staff. Such solutions must provide for automated deletion of data to comply with legally set retention times. The biometric matching service and the single search interface should not be programmed to actually store data but only to match it.

If interoperability solutions envisage the possibility to show “flagged” hits, which would inform the officer about the existence of additional data that he or she is not authorised to access according to present rules, adjustments may be necessary to the legal instruments establishing the different information systems. There would be a need to assess the necessity of adding an additional purpose to each instrument covered by interoperability and/or of drafting a specific new legal instrument on interoperability. The knowledge of existing additional information about a person, such as an entry in SIS II, possibly under another name, may support the identification of that person and influence the decision-making.

Alternatively, a mechanism for informing responsible authorities without the viewing officer becoming aware of the “flagged hit” could be envisaged, comparable to the mechanism that Europol has developed for allowing controlled access to its databases. Building on the Europol example, a mechanism could be considered that would not reveal “flagged hits” to the end user but to the relevant authority in his or her Member State, following an assessment of legal, practical and technical implications.
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**Table 4: Data retention periods in existing and planned EU IT-systems**

<table>
<thead>
<tr>
<th>Data retention</th>
<th>Eurodac</th>
<th>VIS</th>
<th>SIS II: police</th>
<th>SIS II: immigration control</th>
<th>EES proposal</th>
<th>ETIAS proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applicants for international protection, 18 months; 10 years, according to Eurodac proposal (2016) and apprehended persons: 5 years</td>
<td>Visa applicants 5 years</td>
<td>Alerts for 3 years and then review the need to keep the alert; 5 years, max. according to SIS II proposal on police cooperation</td>
<td>Alerts for 3 years and then review the need to keep the alert; 5 years, max., according to SIS II proposals on border and return</td>
<td>Short-term travellers 5 years</td>
<td>Visa free travellers 5 years</td>
<td></td>
</tr>
</tbody>
</table>

Note: Proposed systems and proposed changes in italics.

Source: FRA, based on existing and planned legislative instruments (as of April 2017)
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57 ECtHR, S. and Marper v. United Kingdom, Nos. 30562/04 and 30566/04, 4 December 2008, para. 125. Some of the currently pending ECtHR applications may provide additional clarity on the compliance of the retention of biometric data with the right to private life, particularly Djalo v. the United Kingdom, No. 17770/10, Hall v. the United Kingdom, No. 21457/11, Gare-Simmons v. the United Kingdom, No. 71358/12 and Murphy v. the United Kingdom, No. 51594/10, all communicated on 10 December 2014.
Fundamental rights risks of unlawful access or use of personal data

Prevention of unauthorised access and use of personal data are key elements of data security. It is necessary to give full effect to the principle of purpose limitation and to prevent other fundamental rights violations. FRA research shows that instances of unauthorised access occur. For example, two court cases in Bulgaria and the Netherlands involved unauthorised access to SIS II and subsequent sharing of the information with third parties, which was in both cases punished with disciplinary measures. Awareness of the need to verify rigorously access rights may also be limited, leading to the risk of unauthorised access, as FRA research showed. Experts providing legal advice to asylum applicants who were interviewed noted, for example, in Germany: “I only have to know the name and the date of birth of a given person, maybe the case number, and can get data which has been recorded in such systems from the police or other authorities, without power of attorney. I do it all the time. I do have power of attorney for that, but nobody asks for it.”

Protection from unauthorised access to personal data is enshrined in both EU law (Articles 5 (1) (f), 28 and 32 of the General Data Protection Regulation) and in Article 7 of the Council of Europe Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data (Convention No. 108). It includes the duty of the data controller to have a record system that allows tracking who has accessed the data and when. It is closely linked to the duty to set clear rules on who can access the data collected.

In the Digital Rights Ireland case, the CJEU has clarified that EU legislation providing for the collection and retention of personal data must impose sufficient guarantees to protect effectively personal data against the risk of abuse and against any unlawful access and use of that data. The quantity and sensitive nature of the data needs to be taken into account. The need for such safeguards is all the greater where personal data are subjected to automatic processing and where there is a significant risk of unlawful access to those data. The CJEU highlighted in relation to the issue of unlawful access to the data, the need to have in place rules that would “serve to govern the protection and security of the data in question in a clear and strict manner in order to ensure their full integrity and confidentiality.” Legislation regulating access to retained data must lay down the substantive and procedural conditions governing the access of the competent national authorities to the retained data. In its recent Tele2 ruling, the court underlined that national legislation must be based on objective criteria defining the circumstances and conditions under which the competent national authorities are to be granted access to the data.

Personal data that are unlawfully accessed or shared may have serious implications for other fundamental
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rights, beyond data protection. Interoperable databases are likely to become more attractive for those trying to access personal data by illegal means, such as organised crime groups or even hackers linked to foreign states. Large amounts of personal data are highly attractive for a range of criminal activities as well as state sponsored hacking by hostile regimes. The risk of information leaks is particularly high for persons in need of international protection (see Section 5).

The risk of unauthorised access to and use of personal data increases with broader accessibility of information stored in the various databases, which is the underlying rationale of interoperability. Four aspects are examined in this section:

- indirect access;
- access by private persons;
- increased number of access points;
- sharing with third countries.

### 2.1. Indirect access

A staff member can have direct access to the data through the IT-system or indirect access by requesting another officer or branch to carry out a search. According to FRA research carried out in 2015, indirect requests for accessing Eurodac, for example, are the exception in the EU, but they are still allowed in some EU Member States.

In these cases, the officer who is requested to access the data on behalf of another officer has to examine whether or not to share the personal data collected. He or she has to verify if the officer requesting the information is entitled to receive it and, if so, to which information he or she has access and to which not.

Errors in such a validation procedure, which could lead to unauthorised access to information, would have more severe consequences in a situation of interoperability, as more data would be available in one search.

### 2.2. Access by private persons

Two planned IT-systems – the proposed ETIAS (Articles 14 and 39) and the proposed EES (Article 12) – will allow access by private persons and carriers, such as flight companies, to a specific and very limited subset of data (namely for requesting a travel authorisation or checking its status of the travel authorisation in the context of ETIAS and checking the status of the visa in the context of EES).

Where these entities are only supposed to have access to a particular segment of the data, this segment needs to be precisely defined and isolated from the rest of the database in a manner that ensures that other data or data of other persons cannot be accessed. As pointed out by the EDPS, any access to the system should be limited only to authorised staff working for the private entity (carrier). Moreover, such access should be based on a proper authentication scheme, it should be logged and safeguards should also extend to the processing of data after their extraction by the third party.\(^\text{65}\)

Since ETIAS and EES envisage access through an internet interface, particular safeguards to uphold access rights would need to be in place. This is particularly important because a data security breach in case of interoperable systems could lead to unauthorised access to large amounts of data.

### 2.3. Increased number of access points

Ensuring data security of interoperable systems may become more difficult as the number of points of entry used to access the system increase. If databases can be accessed from terminals located in third countries or in locations that host third-country liaison officers, they could become more accessible to unauthorised persons.

This risk is further exacerbated if interoperable systems are accessed through mobile devices. While facilitating access for the authorised personnel, mobile solutions increase the risk of both unauthorised access by obtaining physical access to the devices or hacking less secure connections. Unauthorised sharing of data poses a risk as well – for example, where an officer uses his or her access rights to search for the data of a specific person and transmits them to third parties, typically for personal gain. The use of the internet for providing access would also require particular safeguards to ensure that access rights are upheld.

In its opinion on the Entry-Exit proposal, the EDPS highlighted that the security of a system that is spread across multiple entities requires a holistic approach. This means not limiting oneself only to the security of the central units and the communication channels between the interconnected databases (in this case EES and VIS) but addressing all parts and users of the system, including the secure connection to the national border infrastructure of each Member State (e.g. responsible offices at individual border crossing points). Weakened security of any part of the interconnected system would affect

\(^{65}\) EDPS (2016), paras 48–53.
the security of the system overall. This is even more so the case where IT-systems are interoperable.

2.4. Sharing with third countries

The new EU data protection framework (see Article 46 of the General Data Protection Regulation) as well as the individual legal instruments establishing the various EU databases regulate the transmitting of data to third countries. However, due to the different types of data stored in the individual IT-systems, data sharing with third countries and international organisations is regulated differently in each of the existing or proposed information systems, as illustrated in Table 5.

For example, the proposed ETIAS Regulation (Article 55) contains an explicit prohibition for EU Member States to share the information contained therein with third countries, international organisations and private entities (with the exception of Interpol). In contrast, the proposed EES Regulation (Article 38 (2), the SIS II proposal on return (Article 10), the VIS Regulation (Article 31) and the proposal for a revision of the Eurodac Regulation (Article 38) allow for sharing personal data with third countries to identify a third-country national for the purpose of return, albeit with some exceptions. To facilitate police cooperation, a Member State may also under certain conditions share SIS II data through Europol (Article 41), Eurojust (Article 42) and Interpol (Article 55), according to Council Decision 2007/533/JHA.

Interoperability will make access to data easier and therefore increase the risks that data are unlawfully shared with third countries.

Sharing personal data with third countries can lead to particular risks in case of asylum applicants, where they or their families may be subject to retaliation measures ranging from criminal sanctions upon return to persecution of family members. In general terms, there is a prohibition to share information that a person applied for international protection in the EU with third countries, although safeguards are not always systematically followed, as FRA research showed. Typically, information is shared to obtain the assistance of the country of origin for purposes of identifying the third country national. Civil society organisations reported, for example, that Bulgaria shared all fingerprints of asylum seekers claiming to be Syrians with the Consular Section of the Syrian Embassy and that this has put the safety of the concerned persons at risk.

Lawyers interviewed in FRA research also mentioned Polish cases when the status of Vietnamese persons as asylum seekers were not correctly registered in the IT-systems and they were.

Table 5: Purposes allowing sharing data with third countries in existing and planned EU IT-systems

<table>
<thead>
<tr>
<th>Data sharing with third countries</th>
<th>Eurodac l</th>
<th>VIS</th>
<th>SIS II: police</th>
<th>SIS II: immigration control</th>
<th>EES proposal</th>
<th>ETIAS proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>For return purposes, according to Eurodac proposal 2016</td>
<td>For return purposes</td>
<td>Only by Europol and Eurojust with the consent of the Member State who issued the alert, and by Interpol for checking against Interpol databases (SLTD)</td>
<td>For return purposes, according to SIS II proposal on return (2016); only by Europol with the consent of the Member State who issued the alert, according to SIS II proposal on border checks (2016)</td>
<td>For return</td>
<td>No, only for checking against Interpol databases (SLTD and TDAWN)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Proposed systems and proposed changes in italics.
Source: FRA, based on existing and planned legislative instruments (as of April 2017)
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treated as irregular migrants subject to return and not in need of protection.

The ECtHR also noted that communication between the authorities of the host country and the consular services of the country of origin for the purpose of return, without explicitly informing that the person has applied for international protection, may give the country of origin sufficient information from which it can be inferred that the person is a rejected asylum seeker. 69

To mitigate the risk of serious harm for asylum applicants or their families, the proposed changes to the Eurodac Regulation clearly forbid the sharing of information that the individual applied for asylum (Article 38). The existing safeguard which bans the transfer of personal data to third countries if there is a real risk that as a result of such transfer the data subject may be subjected to torture, inhuman and degrading treatment or punishment or any other violation of his or her fundamental rights, also continues to apply. The scope of this safeguard is however limited to data which are exchanged between Member States following a match in Eurodac. In its 2016 legal opinion on the proposed Regulation, FRA suggested that this safeguard should also apply to personal data stored in the system and not only to data exchanged after obtaining a match. 70

Given the steady increase in data collected in individual databases, interoperability can further exacerbate the risk that the data communicated to third countries may be sufficient to identify a person as an asylum seeker or give indications – for example, based on the length of stay – of conduct. This may lead some countries of origin to threaten or harm the person or his or her family members.

Sharing of data often occurs in the framework of EU or bilateral readmission, or law enforcement agreements. Data could then be shared with third countries along principles similar to those used in the Prüm cooperation, namely through comparison against each other’s biometric databases on a hit/no-hit basis. This provides the possibility for a very precise identification of an individual in the third country, which may, in certain situations, expose the person and his or her family members to serious harm.

**Conclusions**

One of the pillars of any interoperable solution must be strong data security measures to prevent unauthorised access and sharing of personal data. Points of entry to the systems, particularly mobile devices, would need to be secured against unauthorised access. With more data becoming accessible to more people, the risk of unlawful use increases.

In some EU Member States or for some IT-systems, staff members who do not have direct access to the data stored may request a colleague to access the system, indirectly providing them access to data. Therefore, enhanced verification measures are needed to prevent abuse. Where officers request indirect access to information stored, effective verification procedures are necessary to determine if the requesting person is authorised to receive the information and, if so, to what extent.

If interoperability is implemented through a single search interface that becomes the default search tool (replacing the IT-specific search tools), segments of databases accessible to private persons would need to be completely isolated from the rest of the IT-systems.

To limit the risk of both unauthorised access, as well as sharing with third parties, in an interoperability situation where there are a significant number of logs, logging of all uses should not only occur on the basis of the user profile but also by purpose. Interoperability solutions would need to ensure that safeguards such as the prohibition of exchange of personal data with third countries would apply horizontally. In particular, they would need to do this regardless of whether the data have been in the first place obtained directly from the system or, for example, through a single search interface or a common repository. In this manner, the data would need to remain ‘linked’ to the source and sharing would remain subject to the original safeguards applicable to the source database.
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This section examines the impact of low quality and unlawfully stored data on an individual in an interoperable setting. It first looks at alphanumeric data and then at biometric data. This section then discusses in greater detail the right to access one’s own personal data and the right to have it rectified, together with the right to rebut a false assumption based on the data stored.

Under the principle of data accuracy, reflected in Article 5 (1) (d) of the General Data Protection Regulation, as well as Article 4 (1) (d) of Directive (EU) 2016/680, the controller should not use information without taking steps to ensure with reasonable certainty that the data are accurate and up to date. The controller should take “every reasonable step [...] to ensure that personal data that are inaccurate [...] are erased or rectified without delay”.71 For instance, the Council Working Party on Information Exchange and Data Protection (DAPIX) addresses data quality.72 The EDPS has also underlined the importance of data accuracy in light of the risk of severe negative consequences for the person concerned.73 The interim report of the High Level Expert Group on information systems and interoperability has also highlighted this.74

The obligation of the controller to keep data accurate and up to date is not limited to situations where the data subject requests a rectification. For example, before a foreigner who is subject to an entry ban can be issued a residence permit, the EU-wide applicability of the entry ban needs to be removed. To do so, the EU Member State that intends to issue the residence permit will have to inform the Member State who issued the entry ban, in accordance with Article 25 of the Schengen Implementing Convention and Article 11 (4) of the Return Directive.

Data entered in an information system could be based on a flawed administrative decision. For example, a decision to issue an entry ban (which is subsequently recorded in SIS II) must be balanced against the right of the foreigner to enjoy his or her family life. Past interventions by the Greek Ombudsman illustrate that such assessment of proportionality does not always take place affecting the data subject’s right to respect for family life.75 An entry ban record in SIS II would in many instances lead to an automatic rejection of a visa application.

Inaccurate or unlawfully stored data can concern both alphanumeric and biometric data. Interoperability may multiply the effects of inaccurate data since it offers results from databases that otherwise would not necessarily be consulted. It may, however, also make it possible for the authorities to spot inconsistencies and errors, and initiate measures to rectify them. Interoperability intends to improve the decision-making process by offering access to comprehensive data in a simple form. If the information received is not reliable – meaning that it is inaccurate and/or unlawfully stored (for instance, not deleted when it should have been) – the quality of decisions taken will be affected.

On the other hand, in case a person disputes some of the information, other data stored may support the claim of this person. Making more data available about a person may support the lawfulness of the decision-making.

74 High Level Expert group on Information Systems and Interoperability, Register of Commission Expert Groups.
75 Greek Ombudsperson, Human Rights Section, Intervention case no 1709/08/5, 29 November 2010, decision available in Greek; Greek Ombudsperson, Human Rights Section, Intervention case no 15767/451312012, 20 December 2012.
3.1. Alphanumeric data

Many factors affect the reliability of the alphanumerical data in a system. According to the findings of the FRA project on biometrics, these include: spelling errors; lack of documents provided by a person; insufficient language skills by the officer; technical deficiencies; incorrect transcription of names into the Latin alphabet; cultural norms determining the usage of first and second names; recording of birth dates when the precise date is unknown; lack of skills and training; or situations where the common format for data transmissions is not followed. Increased workload and strain on the staff recording and dealing with data may also contribute to the frequency of mistakes. This was particularly evident following the large arrivals in the autumn of 2015.

The EU IT-system relies on data included in a national database, which can create both risks and opportunities. If the data are inaccurate, the mistake is multiplied. But if the system relies on national databases having a good quality management process, as is the case in some EU Member States in relation to SIS II, the risk of mistakes is mitigated. In practice, as pointed out by a Belgian public official, often a mistake is only identified when data are checked against another database. Some public officials who FRA interviewed for the biometrics project have therefore expressed the opinion that technical solutions, such as interoperability between systems, may contribute to correcting systematically mistakes and inaccuracies.

The risk of mistakes is reduced if the person is actively involved in approving the data inserted, or he or she is provided the possibility to clarify contradictions when mistakes are discovered, according to public officials FRA interviewed for the project on biometrics. They stressed that double-checks, training and use of electronic readers to minimise manual entries, as well as automatic verification against other data entries, when applicable, could contribute to reducing the risk of mistakes.

In the small-scale survey that FRA carried out within the project on biometrics at Diplomatic Missions or Consulate Posts (DMCPs), staff were asked how often they or their colleagues experience that some of the personal data – such as name, sex, nationality or age – inserted in VIS or SIS II are inaccurate, incorrect or not updated. For SIS II more than 40% of the staff and for VIS slightly more than 50% indicated that incidents of

<table>
<thead>
<tr>
<th>Figure 5: Experiences with wrong matches and inaccurate data in VIS and SIS II at DMCPs (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIS</td>
</tr>
<tr>
<td>Wrong match</td>
</tr>
<tr>
<td>Inaccurate/incorrect/not updated data</td>
</tr>
<tr>
<td>SIS II</td>
</tr>
<tr>
<td>Wrong match</td>
</tr>
<tr>
<td>Inaccurate/incorrect/not updated data</td>
</tr>
</tbody>
</table>

Note: The number of respondents varies for the replies, ranging from 39 to 53 persons. This is related to the fact that numbers of staff working with the databases at the actual DMCPs vary. The results are based on the following two survey questions:

“Have you or one of your colleagues ever experienced that some of the personal data – such as name, sex, nationality or age – inserted in VIS or SIS II was inaccurate/incorrect/not updated?”

“Have you or one of your colleagues ever experienced that some of the personal data - such as name, sex, nationality or age - inserted in VIS or SIS II matched with the wrong identity?”

Source: FRA project ‘Biometric data in large EU IT-systems in the areas of borders, visa and asylum’ – Biometrics DMCP staff survey 2016
wrong matches or inaccurate data sometimes occur in these databases (Figure 5).\textsuperscript{76}

Border guards participating in the small-scale survey also said that it frequently happened to them or their colleagues that persons who should be included in VIS because of having applied for a visa in the past could not be found in this IT-system. More than 60% of respondents indicated that this happened at least once in the preceding 12 months. More than a quarter of respondents experienced this more than 10 times in the preceding year and some of them experienced this over 100 times. More than half of the border guards surveyed indicate that they at least sometimes experienced inaccurate, incorrect or not updated personal data – such as name, sex, nationality or age – in VIS or SIS II. Eurodac includes only very limited alphanumeric data: the EU Member State where the data was collected, gender, reference number, ID of authority, and dates (Article 11). While fewer respondents provided information on such experiences with Eurodac, still almost half of those providing information experienced such inaccuracies at least in some instances (Figure 6).

\subsection*{3.2. Biometric data}

Biometric data are considered a reliable tool to verify the identity of a person. Nevertheless, although technology is evolving fast, the capturing and matching involve some risks of false matches, either “false accepts” or “false rejects”. Moreover, the reliability of the biometric identifier is of paramount importance for the officer to get to all data he or she is authorised to access, and in addition to detect persons with multiple identities, by identifying “flagged” hits. This section describes the two more commonly used biometric identifiers, namely fingerprints and facial images.

**Fingerprints**

A false biometric match due to poor fingerprinting quality can lead to situations where data on another individual are linked to the person. The quality of capturing or matching fingerprints can be influenced by many factors, such as age, manual work, humidity, dry, wet and untidy fingertips, unintentional as well as deliberate injuries to the fingertips, lack of training and technical difficulties. Captured and matched fingerprints have to meet set quality standards, defined and monitored by eu-LISA, the European Agency for the operational management of large-scale IT systems in the area of freedom, security and justice.
Public officers interviewed by FRA in the project on biometrics expressed high trust in fingerprint matches, although some also concluded that they cannot know if it is a false match as the systems are never flawless. It often happens that the person claims that he or she has never been in the other Member State or has never applied for a visa to that Member State – both are relevant when determining which Member States will be responsible for assessing a claim for international protection. A lawyer interviewed in Sweden recalled several cases when asylum seekers ended up being transferred as Dublin cases: “I don’t know how many. But, these are people who said in a very sincere way, I HAVEN’T been there”. The lawyer concluded that it is in principle impossible to challenge a biometric match made by the authorities. Furthermore, the Kamara case illustrates how a false match can negatively affect individuals: the complainant was detained longer than lawfully permitted due to a false fingerprint match with another person.  

The small-scale survey that FRA carried out within its biometrics project shows that every second border guard indicated that it had happened that the fingerprints did not find a match with those stored in VIS, although the person’s fingerprints should already be included in the system.

According to public servants interviewed as part of FRA’s project on biometrics, a more frequent problem is that the data profile of another person has been attached to the fingerprints, both in relation to Eurodac and VIS. Such a wrong link can result from administrative mistakes. The Eurodac ID number of another person may, by mistake, be connected to the fingerprints or the visa application of another person to the fingerprints. Consular staff of Belgium interviewed within the FRA biometrics project described the following situation: “The staff were doing two applications at the same time and there is only one biometrics [reader/booth], and so they switched around (attached the biometrics to the wrong application). It happened in our embassy... so I imagine in small embassies in the world it can happen that people maybe are not well trained or they have so many applications that things get messed around.”

Within one and the same IT-system a person can be registered under several categories. For instance, Eurodac can record a person as an asylum applicant, a recognised refugee, apprehended at the external border, or apprehended inside an EU Member State.

Facial image

Several factors may affect the quality of face images. The quality is affected by the interaction with the users (physical and behavioural), physical environment and equipment and processing systems. Other factors include outdoor operation, background and object occlusion, temperature and humidity, illumination and light reflection, ergonomics, time elapsed since the acquisition of the image, age, gender, ethnic origin and skin conditions. All of them should be controlled so that face image quality is adapted to ICAO requirements.  

When eu-LISA piloted facial image recognition in 2015, in more than 90 % of the cases a successful capture could be performed. Facial recognition techniques have improved during the last years, but cases of lookalikes and twins may still lead to wrong matches. Furthermore, the time that passes between taking the picture and comparing it affects a correct matching. Changes in the facial shape of a child also have an impact on the reliability of a match – for example, when the image of a six year old child is compared five years later.  

Facial images captured by surveillance cameras could in principle also be used for matching purposes. This raises additional questions as the quality of the pictures often cannot be guaranteed. In addition, the use of surveillance cameras for purposes of asylum, border and visa management raises concerns in relation to issues such as the right to information and the principle of transparency as well as the right to privacy and protection of personal data in the broader sense.

3.3 The right to rebut a false assumption

Under Article 18 of the General Data Protection Regulation, the person can demand that the processing of the disputed data is restricted for a period enabling the controller to verify the accuracy of the personal data. This means that the controller must refrain from using the data pending the verification, including further sharing of the data, in order to ensure that possible false assumption can be rebutted before a decision is made. This is particularly important where the continued use of inaccurate or illegitimately held data could harm the person – for example, by denying entry or imposing detention. Although a derogation from this restriction is possible – for example, for reasons of important public
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There is high trust in information provided in an IT-system, according to public officials, lawyers and experts interviewed by FRA. The reliability of a biometric match has also been upheld by national courts. For instance, in the United Kingdom, three asylum seekers disputed the Dublin transfer saying that they had not had an opportunity to contest the fingerprint evidence. The England and Wales High Court (Administrative Court) stated that a Eurodac match normally discharges the burden of proof on the Secretary of State and does not need to be corroborated. This puts the onus on the asylum seeker to produce evidence to disprove the match.

This was also the view of a Swedish lawyer who described the situation as follows: “It’s interesting that fingerprints are said to never be wrong, but it is obvious that there could be a wrong comparison, which could result in really severe consequences for the person concerned. And there are only small chances for us to prove that we are right, to show that the comparison is false. We are in the hands of the authorities who have the means to control these kinds of things. And it is difficult for us to access the documentation and get our point heard, because we have no one to ask for advice about the technical things.” In case of inaccurate alphanumerical data, at least some obvious mistakes, such as a misspelt name, can be rebutted by showing for instance personal data in documents and comparing additional data. This is generally not possible for biometric identifiers.

As highlighted above, interoperability could potentially magnify the effects of the decision-making on the individual caused by low data quality. When challenging the correctness of data, the data subject faces the burden of proof. A police officer interviewed in Germany for FRA’s biometrics project stated that there is a tendency among the staff of the competent authorities to assume that inaccuracies and mismatches are the result of right holders providing false information at some point. Partly for this reason, authorities tend not to take much into account the information provided by the migrant, unless they can verify it through entries in IT-systems or document evidence.

3.4 Right to access own data and have incorrect data rectified

The person whose data are being processed has the right to request access to his or her data from the controller. The right of access is recognised as a fundamental right in Article 8 (2) of the Charter, and is also included in Article 15 of the General Data Protection Regulation, as well as in Article 8 of the Council of Europe Convention No. 108, and in the legislative acts of the individual IT-systems. If inaccuracies are detected, the person has the right to the rectification of the data without undue delay (Article 16 of the General Data Protection Regulation and Article 16 of Directive (EU) 2016/680). Under Article 15 of Directive (EU) 2016/680, the right of access can be restricted, subject to the principle of proportionality, for specifically listed reasons, such as combating crime or protecting public security.

Ensuring the right of access to one’s own data, and to have it corrected where it is inaccurate, poses both legal and practical challenges in an interoperable system.

Given the circumstances in which the IT-systems are consulted, the person concerned would need to receive clear and unambiguous information on where and how to seek correction. In Huber, the CJEU clarified that the concept of necessity of data processing cannot have a meaning that varies among Member States, and that the level of protection of the rights and freedoms of individuals with regard to the processing of personal data must be equivalent in all Member States. The person would have to understand which IT-system is consulted, the purpose of the data processing, and who the controller is – thus the Member States’ duty to inform a central precondition.

Under Articles 13 and 14 of the General Data Protection Regulation, data subjects have the right to a comprehensive set of information, including information relating to the controller, the purposes of processing, any further recipients of the data, retention periods, as well as their rights as data subjects. In Rijkboer, the CJEU clarified that the active provision of information by the controller at the moment of collection does not reduce the obligation to give a data subject access to the information when the right of access is invoked.

Similar obligations exist under Article 13 of Directive (EU) 2016/680, although the controllers may restrict or delay the provision of information for specifically listed reasons, such as combating crime or protecting public interest – the use of such derogation would need to be assessed in line with the principle of proportionality and strike a fair balance between the rights at stake.
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security. The right to information is also reflected in the specific instruments discussed in this paper.

In a situation of interoperability the duty to inform would also extend to informing the person that if an officer accesses one specific IT-system he or she would also get to know that information is included in other IT-systems linked through interoperability. Data protection obligations in respect to data contained in different IT-systems but pertaining to the same person may belong to different bodies and be governed by different legislative frameworks – for instance, different legal instruments and controllers for Eurodac and SIS II. This would further blur responsibilities touching also on the right to an effective remedy. For instance, the system would need to ensure that corrections made in one database are also visible when other databases are consulted, meaning that in case of a common data repository the maintained “views” are synchronised and updated.

Some categories of data may require special attention in relation to the right to rectification. This may, for example, be the case of data pertaining to children, given the limited legal capacity of children as well as the specific risks linked to the reliability of their data contained in the IT-systems, as outlined in Section 4.

Conclusions

The quality of information stored in the different IT-systems is crucial for good decision-making. Currently, IT-systems store considerable amounts of inaccurate information and challenges are likely to persist, also when entering data in future. This could, for example, be an issue in situations where a large number of persons are processed and the administrations are under pressure.

Interoperability offers both opportunities and risks in relation to the quality and reliability of alphanumeric data. The risk of mistakes is reduced if correct information already included in one IT-system is taken over by another EU IT-system. If, however, the personal data that are re-used are incorrect, interoperability may lead to a multiplication of mistakes. Through interoperability, the authorities have more possibilities to become aware of inaccuracies. Authorities should therefore develop standardised procedures for automatic verification of data stored in other IT-systems and correct inaccurate data ex officio. This should be done by involving the person concerned when feasible, as authorities have a duty to erase or rectify without delay any inaccurate data.

In a situation of interoperability, the quality of the biometric identifier is of paramount importance. The biometric identifiers considered in the discussions about interoperability are fingerprints as well as facial images, which are less accurate when used for searches. When searches are conducted using a facial image alone, the identity should be verified systematically against other biometric data or alphanumeric data before using the results of a match.

Due to the high degree of credibility attached to biometric data, as well as the technical complexity of its processing, it is difficult to rebut wrong assumptions based on biometrics. Interoperability would complicate this further, hence requiring additional safeguards to guarantee the rights of the data subjects. To give effect to the right to rebut a false assumption based on biometric data, the authorities would need to be open to address plausible arguments presented by the data subject.

In case a person would like to exercise the right of access to his or her own stored data, the person requesting such access and possibly rectification should not face an overly complicated procedure. Already at present, complex rules manage the processing of personal data in EU IT-systems, involving both national and EU bodies whose responsibilities are governed by different legal frameworks. The distribution of responsibility between the controllers and data processors of the common repository and those of the individual IT-systems would need to be clearly defined. This would involve taking into account the need to ensure that the complexities of joint control do not result in an unworkable distribution of responsibilities, which would hamper the effectiveness of data protection law.

Complying with the duty to inform may be additionally complicated in a situation of interoperability. The officer accessing the databases would first need to be clearly aware which database he or she is consulting, which may not be obvious when consulting several IT-systems, for example, through a single-search interface. Second, the officer would also need to know what his or her duties to inform the data subject are, as laid down in the legal instruments of the IT-systems in question. Not ensuring the right to information may make it impossible for the person concerned to exercise his or her right to access own data and have it rectified where necessary.

The correction of data already presents a challenge for the existing systems, particularly where the national authorities face an increased number of requests. Interoperability should be complemented by an increase in capacity to process these requests, to prevent the use of incorrect information as a basis for decisions that have a serious impact on fundamental rights. The system would need to take duly into account the limited legal capacity of children, and the ensuing need to involve parents or legal guardians in safeguarding the rights of children included in the databases.

Article 24 of the Charter emphasises the best interests of the child as a key principle of all actions taken in relation to children by public authorities and private actors. Member States must provide to the child such protection and care as is necessary for the child’s well-being and development. The best interests of the child is one of the four core principles of the UN Convention on the Rights of the Child. It is also reflected in the legal instruments establishing the individual EU IT-systems. Article 9 (2) of the proposed EES regulation, for example, stipulates that the best interests of the child shall be a primary consideration when retaining a child’s data.

Besides respecting Article 24 of the Charter, processing of children’s personal data needs to comply with Article 7 (respect for private and family life) as well as Article 8 (protection of personal data).

The EU data protection acquis provides special protection to children with regard to their personal data, and ECtHR jurisprudence expresses similar principles. In the case of S. and Marper, the ECtHR emphasised that blanket retention of biometric data by law enforcement authorities of persons not convicted of a crime may be especially harmful for children, given their special situation and the importance of their development and integration in society. These arguments are also applicable where law enforcement or other authorities access data of children collected originally for other purposes. Asylum-seeking children whose data are collected in Eurodac are seen as a particularly vulnerable category. Retaining children’s personal data, particularly biometric data, in migration-related databases can be particularly sensitive because such retention can greatly affect their lives even though they had no say in their parents’ decision to migrate.

The inclusion of more information on children is part of the current trend of making the EU databases more comprehensive. This includes the collection of biometric data which goes hand in hand with the inclusion of additional categories of alphanumeric data of the data subjects, such as the planned change of the Eurodac Regulation to also process the name, surname, nationality, date and place of birth and travel document information.

If the systems storing information on children become interoperable, the potential accessibility of the data expands. Given the particular vulnerability of children, it is essential that the principle of purpose limitation is strictly adhered to, and that individual officers are not made aware of the existence of any data that they are not authorised to access, which may be particularly challenging in case of a common repository of data. At the same time, interoperability offers new opportunities for child protection, provided child protection objectives are made more visible in existing systems.

4.1. Amplified effects of interoperability on children

For children, interoperability amplifies certain challenges common to all persons included in information systems. Two specific challenges are analysed here: the reliability of data and the risks of sharing criminal records.
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Reliability of children’s data

The reliability of comparisons based on biometric data taken in the past may be lower, due to the ongoing physical development of the child. At present, fingerprints are collected in Eurodac for all children older than 14 years, and in VIS for those older than 12 years. Collection of fingerprints as of the age of 12 is included also in the proposed EES Regulation for third-country nationals entering the EU who are exempt from the visa obligation. The proposed recast Eurodac Regulation foresees reducing the age for the collection of fingerprints to six years.

According to scientific research, fingerprint recognition of children aged six years or above is under appropriate conditions achievable with a satisfactory level of accuracy.89 FRA noted that whereas reliable matches can be made up to five years after the fingerprints have been taken, research does not allow drawing conclusions on the reliability of a match when more than five years have passed.90 Given that the fingerprints of children applying for international protection may remain in the database for up to ten years, the margin of error when comparing children’s fingerprints may be higher than for adults. False matches would affect both the functioning of the system as well as potentially disproportionately children’s rights. A similar concern relates to the planned future introduction of facial image comparisons for Eurodac and the Entry-Exit System.91 False matches can affect a wide array of rights, including, for instance, the right to liberty and security of person, if the person is wrongly channelled into the return procedure, or the right to asylum in case of a false match with a person not qualifying for protection.

As concerns alphanumeric data, in addition to the reasons for inaccuracies listed in Section 3 affecting all data subjects, unaccompanied children, particularly when they are of younger age, may more commonly give incomplete or wrong information. This would affect the reliability of data entered in the system.

Preventing disproportionate effects of children’s criminal records, including immigration law offences

In its opinion on the proposed upgrade of the European Criminal Records Information System (ECRIS) concerning the exchange of information on third-country nationals, FRA highlighted several elements that may have a disproportionate effect on children. This includes the impact on children of convictions related to migration or trafficking in human beings, and the sensitivity of children’s criminal records.92 These elements are also relevant in the context of interoperability given that the planned dedicated ECRIS for third-country nationals might be interoperable with other EU IT-systems.

Some children may have been compelled to commit offences as a consequence of being subject to trafficking in human beings, notably as a result of exploitation. Others may have criminal records relating to migration-related offences when they were moving together with their parents. Legislation criminalising irregular entry or stay varies among Member States93 and the existence of a criminal record may depend on where they have been apprehended. Children should not suffer disproportionate consequences for decisions made by their parents.

According to the United Nations (UN) Standard Minimum Rules for the Administration of Juvenile Justice (“The Beijing Rules”), recalled also by the UN Convention on the Rights of the Child, records of juvenile offenders should be kept strictly confidential and closed to third parties, and should not be used in adult proceedings in subsequent cases involving the same offender.94

4.2. Interoperability as a tool for child protection

Interoperability may also bring new opportunities to protect the rights of children. It could, for example, allow the authorities to intervene in the best interests of missing children. If a child who has been previously recorded in SIS II as missing is encountered by the authorities and checked against one of the other databases, the SIS II entry would be visible due to interoperability, allowing the authorities to take appropriate action.

Such a scenario would require that all missing children are systematically included in SIS II. At present, the SIS II Regulation does not oblige the Member States to register all missing children in SIS II. According to desk research undertaken by FRA in 2014, most Member States systematically create SIS II alerts for missing children, but in some the decision to introduce an alert is left to the local police. Police authorities can only register children who have been reported to them as missing by the responsible bodies, such as reception and asylum centres, and this does not systematically happen.

FRA’s survey on biometrics among border guards in six Member States shows that children reported as missing are frequently encountered at border crossing points.
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In this survey, border guards were specifically asked how often they have encountered, during the previous 12 months, a case of a child with an alert in SIS II as a missing person. Almost a third of the border guards (29\%) experienced this at least 1-10 times over the 12 month period. Some respondents even indicated that it happened more than 10 times or even more than 50 times in the preceding year, as shown in Figure 3. If they were to encounter a child with a SIS II alert for missing persons, the majority of respondents would follow the general procedures of stopping the child and sending it for a second line check. Most of the respondents – but not all of them – stated they would make an inquiry via the operational SIRENE (Supplementary Information Request at the National Entries) cooperation channels to their own Member State and the Member State that issued the SIS II alert. Other actions frequently taken by border guards are calling interpreters and handing the child over to the child protection authorities.

The quality and completeness of SIS II alerts is considered insufficient by many border guards. Border guards asked about the main problems encountered when using SIS II alerts for identifying missing children indicate that incorrect data are the most pressing problem. 62\% of border guards indicate that the data included in SIS II are sometimes incorrect or not updated. 41\% consider it a major problem that the personal data included in the SIS II alert are not sufficient to allow identification, if the child does not have a genuine travel document. More than a third (36\%) consider it a problem that not all EU Member States issue SIS II alerts for every child reported missing.

To improve possibilities to detect missing children, some of them possibly victims of human trafficking, systematic recording of missing children in SIS II could be further interlinked with changes in other systems. In this context, synergies with Eurodac could be considered also given the planned reduction of age of children to be included in the system. For example, once a child is reported as missing, interoperability between Eurodac and SIS II could make the child’s data from Eurodac available to authorities responsible for the prevention, detection and investigation of trafficking. This could be combined with a specifically defined child protection objective that would be added to the Eurodac Regulation to ensure that such access would be in line with the principle of purpose limitation, without unduly extending the availability of the data of all children.\footnote{FRA (2016b), pp. 22-25.}

Increased availability of information does not in itself guarantee better protection of missing children or child victims of trafficking. Positive impact of interoperability on safeguarding the child’s best interests would also require that clear follow up measures are in place. Such measures would include referral to child protection authorities, a needs assessment and the determination of a durable solution, together with any investigation which may be necessary if the child is a victim of serious crime. At the same time, persons who may encounter children in need of protection need to be in possession of adequate knowledge on how to respond

\textbf{Figure 7: Estimated number of times border guards come across an SIS II alert of missing persons when dealing with children (\%)}
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\caption{Estimated number of times border guards come across an SIS II alert of missing persons when dealing with children (\%)}
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\textit{Note:} The results are based on the survey question: “How often have you come across a child (minor) at this border who had a SIS II alert as a missing person? Please provide an estimated number of times when this has happened in the last 12 months....”

\textit{Source:} FRA project ‘Biometric data in large EU IT-systems in the areas of borders, visa and asylum’ – Border crossing points (BCP) survey 2016
Conclusions

When it comes to the rights of children, interoperability brings additional challenges and opportunities. Some of the general risks are amplified in the case of children.

First, there is a higher risk of unreliable data being stored in IT-systems, compared to adults. Ongoing physical development of children may reduce the reliability of matches based on biometric data, particularly after a longer period. Matches based on fingerprints older than five years, or on a facial image, should therefore always be subject to further checks and be verified against other available data.

Second, information on criminal records may have a disproportionate impact on children – for example, due to immigration offences for which children cannot be held responsible. Particularly in case of a common repository, special conditions should apply to information on past criminal records contained in the European Criminal Records Information System (ECRIS). In light of the vulnerability of children, consideration should be given to either excluding information on criminal records of children from the scope of the interoperable solutions altogether or to limiting the availability of this information to very serious crimes committed by children.

Interoperability can nonetheless support the detection of missing children or children subject to trafficking in human beings, and facilitate a targeted response. This requires systematic recording of missing children, additional focus on child protection in the individual IT-systems, as well as functioning referral mechanisms and training of users who may encounter children in need of protection.
5 International protection

Under EU law, Article 18 of the EU Charter of Fundamental Rights protects the right to asylum. Effective access to international protection also forms the basis for the protection from refoulement, which is reflected in Article 19 of the Charter as well as Article 78 of the Treaty on the Functioning of the European Union.

Persons seeking international protection are generally considered to be in a vulnerable situation, due to the reasons that made them leave the country of origin, as well as the situation of uncertainty in which they find themselves in the host country. Eurodac, the information system that contains the data of all registered asylum seekers, therefore contains additional safeguards as compared to the other systems – for example, with regard to law enforcement access.

Through interoperability, identity fraud will be more easily identified. However, the use of false documents should not have an undue impact on protection-related decisions. In case of Zh. and O. before the CJEU, the Advocate General underlined that many individuals seek to hide their identity when fleeing their country of origin to protect themselves, while others may be physically unable to obtain the documents necessary for legal entry (such as a passport and visa) when escaping from a conflict zone.

Notwithstanding the challenges linked primarily to privacy and data protection, interoperability of Eurodac with other databases may have certain beneficial effects, if accompanied by adequate safeguards. FRA research revealed cases where Eurodac was not consulted and the return of persons who had applied for asylum in other Member States was carried out. If an officer performing a check on a person in another database – for example, SIS II – would be immediately able to see that a person is a registered asylum seeker, this would help prevent further steps that may otherwise be initiated if the person is considered a migrant in an irregular situation. Interoperability could thus prevent apprehension, possible detention and return of asylum applicants, thus helping to uphold the principle of non-refoulement. It would also show the officer that since the person is an asylum seeker, his or her data should not be shared with third countries (particularly the country of origin) for the purpose of establishing the person’s identity and obtaining travel documents. To make this possible, the selected interoperability solution would need to show that the person is an asylum seeker (rather than just having an entry in Eurodac). At the same time, access to additional data stored in Eurodac should be barred, if not permitted according to rules on authorised access.

Interoperability could also serve to provide information in the asylum procedure and facilitate access to international protection. Many persons arrive to the EU without travel documents, and while some deliberately destroy them, those fleeing persecution or armed conflicts are often forced to leave without travel documents, or lose them on their way to Europe. This is a complicating factor when establishing their identity and may lead to negative consequences, ranging from delays in the asylum procedure to undermining their actual chances to obtain international protection. If these persons have previously travelled to the EU, interoperability based on a biometric matching service can allow comparing their

---

96 CJEU, C- 554/13, Z. Zh. and O. v Staatssecretaris van Veiligheid en Justitie, opinion of Advocate General Sharpston delivered on 12 February 2015, para 63.
97 In relation to the non-penalisation of the use of fraudulent documentation and the applicable UNHCR standards, see for example FRA (2015b), p. 11.
98 Information provided by Slovak Humanitarian Council (provider of legal assistance to asylum seekers and refugees).
biometric data with those contained in other databases such as VIS or the EES, thus confirming their identity and avoiding negative consequences of the inability to produce valid travel documents.

At the same time, making IT-systems interoperable with those that are fed by non-EU Member States may involve fundamental rights risks. One example would be the Interpol Stolen and Lost Travel Documents Database (SLTD). The SIS II proposal is expected to improve interoperability between the document section of SIS and the SLTD. Member States need to be aware that third countries wishing to limit the possibilities of persons in need of protection, such as political opponents, may report the travel documents as stolen or lost to try to prevent the person from leaving.

As pointed out in Section 2, interoperable systems may for a variety of reasons be particularly attractive to hackers. If information systems are not immunised against unlawful access by countries of origin, asylum applicants or their family members who remain in the country of origin may be exposed to acts of retaliation to force dissidents to return, hence undermining the right to asylum enshrined in Article 18 of the Charter.

Interoperability may improve possibilities to identify protection needs and vulnerabilities. But technical failures, improper or insufficient use of the systems may limit such possibilities. If an IT-system informing about the need for protection cannot be consulted, this may lead to potential risks for the person concerned. FRA research found that rather frequently VIS did not function as it should at borders. Only 10% of border guards surveyed indicated that they have never experienced VIS not working.

Conclusions

Interoperability may have beneficial effects for persons seeking international protection. Ensuring that information about an asylum-seeker’s status is visible when consulting IT-systems would reduce the risk of apprehension, detention or return. Past records in other systems may also help establish the identity of a person forced to flee persecution or other risk of harm without travel documents. However, information originating from third countries that may be consulted through interoperable systems should not be taken at face value, since oppressive regimes may include information about opponents to prevent them from leaving the country.

Interoperable IT-systems may be particularly prone to hacking and unauthorised access because of the large amount of information they hold, including about persons in need of protection. IT-systems holding such data need to be protected by robust data security measures, as well as administrative safeguards to prevent such intrusions. Similarly, safeguards would need to be in place to ensure that data are not unlawfully shared with third countries.
6

Risk of disproportionate effects on the rights of migrants in an irregular situation

Under international law and subject to their treaty obligations, including the European Convention on Human Rights, sovereign states are entitled to enforce immigration law and thus determine who can enter to, and stay on, the territory of the State. EU Member States must issue a return decision to migrants in an irregular situation under Article 6 (1) of the Return Directive or legalise them. Returning migrants requires that they are found. As demonstrated by FRA research on rights of migrants in an irregular situation, certain enforcement measures have a disproportionate impact on their ability to enjoy basic rights protected by the Charter. 103 This concerns rights such as the right to education (Article 14), the right to health care (Article 35) and the right to an effective remedy (Article 47), which must be provided to everyone, without discrimination.

Making the IT-systems interoperable will contribute to more efficient immigration law enforcement, as a number of IT-systems can simultaneously be accessed to determine if a person who has been stopped has the right to stay and to establish his or her identity. As Table 3 shows, the purpose of apprehension and return has been added to several EU IT-systems.

Interoperability is expected to contribute to more effective identification of irregular migrants and return. Migrants in an irregular situation would therefore avoid situations in which they risk apprehension. FRA research has shown that if migrants in an irregular situation know that they risk to be apprehended or reported to the authorities, they will be discouraged from approaching providers of basic services, such as medical facilities, or NGOs that offer legal advice, or from sending their children to school. 104 Migrants in an irregular situation who are victims of crime may be reluctant to approach the police in fear that this would lead to their removal, which puts them at risk of further victimisation and allows perpetrators to remain unpunished. According to Recital 10 of the Victims’ Rights Directive, the right of victims to be acknowledged as victims and to have access to justice should not be made conditional on their residence status. FRA research showed that victims of severe labour exploitation who are in an irregular situation of residence are discouraged by their status from reporting to any public authority. Experts identify fear of having to leave the country as the primary reason why victims do not report their exploitation to the police. 105 Victims of other forms of crime may have similar reasons not to report to the authorities. 106

Interoperability would increase the likelihood that law enforcement officers may be able to discern that a person reporting a crime (as a victim but potentially also a witness) is in an irregular situation. For example, if the officer consults SIS II or the future ECRIS database dedicated to third-country nationals and receives a notification from the Entry-Exit System that the person is an over-stayer, he or she may decide to inform the competent immigration authorities. This may further reduce the willingness of such persons to report a crime, driving them deeper underground without an effective access to justice. At the same time, it would deprive law enforcement authorities of the opportunity to effectively combat crime.

Conclusions

In general, an irregular migration status should not prevent persons from accessing basic services, such as healthcare or children’s education, nor should persons

103 FRA (2011).
104 Ibid.
106 FRA (2011).
in an irregular situation be discouraged from seeking legal advice or reporting crime due to fear of being apprehended. An automatic notification of an irregular status when consulting databases would undermine this objective, as irregular migrants would avoid situations in which they may risk apprehension or being denounced to the immigration authorities. Therefore, FRA guidelines on apprehension of migrants in an irregular situation suggest that social service providers should not share information with immigration authorities. The guidelines also suggest that possibilities could be considered for victims and witnesses to report crime without fear of being apprehended. Ensuring fundamental rights compliance of apprehension policies needs to be highlighted since interoperability is expected to result in making such policies more efficient.

107 FRA (2012).
7

Risk of unlawful profiling when undertaking risk assessment

The data contained in IT-systems can be used for risk assessment or profiling. According to the General Data Protection Regulation, profiling is “any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person”. The Council of Europe has defined profiling as a ‘computer method making use of data mining on a data warehouse, enabling or intended to enable the classification, with some probability – and thus with some margin of error, – of an individual in a specific category in order to take individual decisions towards that person.108 In the field of law enforcement, profiling can be used to flag persons against whom there is, or there is no, individual suspicion, so that these can be subjected to more detailed checks.

Both the General Data Protection Regulation and Directive (EU) 2016/680, which deals with the processing of personal data for criminal law purposes, are applicable in this context, depending on the purpose of processing. Article 22 (1) of the General Data Protection Regulation prohibits any “decision based solely on automated processing, including profiling” which “significantly affects” a data subject. Although exceptions may be made where authorised by EU or Member State law, data controllers must provide appropriate safeguards to data subjects including “the right to obtain human intervention [...] to express his or her point of view and to contest the decision.” The nature of other safeguards is not specified, but Articles 13 and 14 of the General Data Protection Regulation state that in case of profiling a data subject has the right to “meaningful information about the logic involved.” Article 11 of Directive (EU) 2016/680 prohibits profiling producing adverse legal effects for or significantly affecting the data subject, unless authorised by law and accompanied at least by the right to a human intervention by the controller.

Furthermore, even if the risk assessment is carried out according to data protection safeguards, use of sensitive data listed in Article 9 of the General Data Protection Regulation is in principle prohibited. Sensitive data listed in Article 9 are those revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data concerning health or data concerning a natural person’s sex life or sexual orientation is in principle prohibited. If these characteristics are used as the basis for profiling, there is a strong risk of discriminating against persons falling within these groups. This is because profiling relies on making assumptions about the way people behave based on a particular identifiable characteristic. Their use for profiling is exceptionally permitted where it is necessary for reasons of substantial public interest, on the basis of Union or Member State law.

Article 9 (2) (g) of the General Data Protection Regulation nevertheless requires that such law is proportionate to the aim pursued, respects the essence of the right to data protection and provides for suitable and specific measures to safeguard the fundamental rights and the interests of the data subject. This means that the principles of purpose limitation, data minimisation and accuracy fully apply. According to Article 22 (4) “suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests” need to be in place. The same requirement is enshrined in Article 11 (2) of Directive (EU) 2016/680. Both instruments also require the data controller to conduct a ‘data protection impact assessment’ in the case of automated processing, including profiling, where the context and

108 Council of Europe, Consultative Committee of the Convention for the Protection of Individuals with regard to automatic processing of personal data (2008), pp. 3-4.
purposes of the processing is likely to result in a high risk to fundamental rights.

Even where the profiling is based on public interest stipulated in law, it will still be considered unlawful where it is discriminatory in nature, either directly or indirectly.109 In the words of the Racial Equality Directive, discrimination occurs “where one person is treated less favourably than another is, has been or would be treated in a comparable situation on grounds of racial or ethnic origin.”110 Direct discrimination would mean that the police would, for instance, stop members of an ethnic minority on suspicion of committing an offence solely or mainly because they are members of that ethnic minority. Indirect discrimination would mean that applying a rule that is neutral on the surface (e.g. search visa holders for the purpose of preventing or investigating crime) in practice mainly has a more negative impact on one particular ethnic, racial or religious group compared with other groups (e.g. if visa holders are mostly Africans and Asians). Article 11 (3) of Directive (EU) 2016/680 explicitly prohibits any profiling that results in discrimination on the basis of sensitive data. Automated risk assessment or profiling would, therefore, have to be based on algorithms that are not primarily or solely determined by personal characteristics that reveal sensitive information such as race, ethnicity, health, sexual orientation, and religious beliefs.

Use of biometric data presents a specific challenge in the context of risk of discriminatory profiling. Facial images may reveal ethnic origin, but may also allow for automated ethnic classification. Some experts argue that fingerprints and the iris can also reveal ethnic origin and could be subject to automated ethnic classification.111

The risk of discriminatory profiling increases if IT-systems are interoperable, as several data categories revealing sensitive data could be accessed simultaneously. By accessing several interoperable databases, data such as facial image, fingerprints, name, and country of origin could be used for profiling. In addition, according to Article 15 (4) (a) of the current proposal, ETIAS would include sensitive health-related information. Moreover, even where the data used to make the decision do not fall in the category of sensitive data, it could act as a proxy revealing the actual sensitive data.

At the same time, availability of additional information on which risk assessment can be based could have positive effects, allowing for more focused searches based on a combination of non-sensitive criteria instead of relying on a few sensitive categories. In this manner, interoperability could also help objectivise the way in which individual border guards, for example, assess individual passengers, and reduce the risk of discriminatory profiling due to prejudices or subjective attitudes.

Although the right of the data subject to information is a general principle applicable to the EU databases, the right to a ‘meaningful explanation’ about the underlying logic of the process, plays a specific role in relation to profiling.112 It reflects the ‘black box’ nature of automated decision-making based on algorithms. In the absence of relevant jurisprudence, the exact scope of this right is yet unclear. The controllers nevertheless have to be prepared to outline the basic principles on which an individual decision has been made. This duty needs to be seen in combination with the requirement of Article 12 of the General Data Protection Regulation that communication with data subjects is in a concise, intelligible and easily accessible form.

In a situation of interoperability, this would require clarity on the origin of the individual data sets, and could lead to issues related to the correction and rebuttal of potentially incorrect information (see below).

Conclusions

Automated risk assessment needs to be based on algorithms that are not determined by data revealing sensitive information about a person. By increasing the availability of such information contained in individual databases, interoperability may increase the risk of discriminatory profiling. At the same time, access to additional information due to interoperability may help reduce the likelihood of discriminatory risk assessment based on sensitive personal data. Interoperability would allow conducting more focused searches based on a combination of non-sensitive criteria instead of relying on a limited number of sensitive categories.
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Annex: Research methodology

Biometric data in large EU IT-systems in the areas of borders, visa and asylum – fundamental rights implications (2015-2017)

The FRA project on biometrics in large-scale European Union (EU) databases analyses the fundamental rights implications of collecting, storing and using biometric and other data in EU IT-systems in the fields of visas, borders and asylum. It examines both positive and negative fundamental rights implications of storing biometric and other data in Eurodac, SIS II (Schengen Information System) and VIS (Visa Information System).

The FRA research on biometrics in large-scale EU databases builds on a variety of research methods and data collection carried out in different phases between 2015 and 2016. The FRA paper Fundamental rights and the interoperability of EU information systems: borders and security draws on this research.

1. Franet research

FRA’s multidisciplinary research network, Franet, carried out a mapping of relevant practices and procedures related to the use of databases in all EU Member States. The network partners in each Member State conducted desk research (review of available information) and contacted relevant authorities responsible for the data in the databases or its usage. Franet also assessed to which extent civil society is active and aware of the issues in this field.

2. Contracted field research

Fieldwork was carried out in 2016 at border crossing points (BCPs) in six EU Member States – Belgium, Germany, Italy, Poland, Spain and Sweden – and at a limited number of diplomatic missions and consular posts (DMCPs) in third countries. The countries were selected based on the different migration challenges they face, types of borders (mainly land and air borders) and geographical balance. Eticas Research and Consulting, and the Spanish Research Council (CSIC), Department of Demography carried out the fieldwork research on FRA’s behalf. It included qualitative interviews, small-scale surveys and non-participant observations collecting information on the use of Eurodac, SIS II and VIS in the procedures for asylum, border checks, visa applications, apprehension of migrants in an irregular residence situation, responsibilities of controllers and supervisors of the data.

2.1. Qualitative interviews

The target groups for the qualitative interviews are experts, professionals and ‘rights holders’. Professionals include persons whose work involves Eurodac, SIS II or VIS. These are data controllers for Eurodac, SIS II and VIS, national data protection authorities, border guards, police, asylum authorities, immigration authorities and staff responsible for processing of visa applications at the DMCPs (diplomatic missions and consular posts). The target groups further included lawyers and providers of legal assistance; they also included biometrics experts, IT experts and experts in the ethical, social and fundamental rights fields.

To collect the views and perspectives of right holders, such as asylum seekers, visa applicants, migrants in a regular or irregular situation, including both those apprehended at the border as well as inside the territory of a Member State, respondents were selected following quotas on age, gender and nationality by contacting associations dealing with these groups. A total of 286 semi-structured qualitative interviews were carried out following predefined interview guidelines and an interviewer training. With the consent of the interviewee, the interviews were recorded; otherwise, a reporting template was completed in English. FRA developed the interview questions which were available in English and the national languages of the Member States covered.

2.2. Small-scale surveys

Three surveys were carried out to collect information about experiences with the acquisition and use of biometric and other personal data at the border and for the visa application process. These surveys were conducted with

(1) border guards (BCP survey);
(2) staff processing visa applications at embassies and external service providers to embassies (DMCP staff survey);
(3) visa applicants (visa applicants survey).

The FRA paper on Fundamental rights and the interoperability of EU information systems: borders and security builds on information from the BCP survey and the DMCP staff survey. FRA developed the questionnaires, which were available in English and the national languages of the Member State and the third country in question.
BCP survey

To explore the views and experiences of border guards, a small-scale survey among them was conducted at border crossing points (BCPs) in six EU Member States, including Zeebrugge port in Belgium (sea border), the airports Frankfurt in Germany, Barajas in Spain, Fiumicino in Italy and Arlanda in Sweden, as well as the border crossing point Terespol in Poland (train and road traffic). The fieldwork was carried out between June and October 2016, covering 160 respondents. The number of respondents per BCP varied, ranging from five border guards in Zeebrugge to 33 in Terespol.

The majority of border guards interviewed were men (72%, with information on gender missing from 6% of respondents). More than 60% of the border guards surveyed have worked for more than three years as a border guard (27% worked as border guards for more than 10 years) at the same BCP. Most border guards work as first-line officers (76%), while 28% work as second-line officers and 7% as shift leaders. Twelve percent indicate to have another post, including other managers or coordinators, and assistants to the shift leaders.\footnote{The numbers do not sum up to 100% because some respondents work in several positions, such as first and second-line officers.}

DMCP surveys

To capture the views and experiences of staff involved in the visa application procedure, a small-scale survey was carried out at embassies and external service providers to embassies (DMCPs) covering both staff (132 respondents) and visa applicants (584 respondents). The surveys were carried out in Algeria (at DMCPs of Belgium, Poland and Spain in Algiers), in Nigeria (at DMCPs of Belgium, Italy and Sweden in Abuja and Lagos), in Thailand (at the DMCPs of Germany, Italy and Sweden in Bangkok) and Ukraine (at the DMCPs of Germany, Poland and Spain in Kiev and Lviv). The selection of DMCPs was based on several criteria, including the following: staff being experienced with VIS, the overall number of visa applications and the rate of rejections of applications; as well as a balanced geographical coverage.

The survey among staff working at DMCPs included 132 persons in four countries, Algeria, Nigeria, Thailand and Ukraine. The numbers per EU Member State ranged from 12 staff in Belgium up to 35 in Italy, and the number of staff interviewed per host country ranged from 15 persons in Algeria up to 53 in Nigeria. Sixty-two out of the 132 respondents worked for an external service provider.

Regarding the age distribution among respondents, more than half were aged 30 years or younger, and a quarter between 31 and 40 years. At 72%, most of the respondents were female. Of the 584 visa applicants interviewed, 54% were women and 43% men; the remaining respondents did not provide any information on gender or selected the category ‘other’. Regarding age, the sample of visa applicants was well balanced.

2.3. Non-participant observations

To contextualise better the results from the small-scale surveys, non-participant observations took place at the same locations where these were carried out. Non-participant observation is a qualitative data collection method in which the researcher observes events, activities and interactions to gain a direct understanding of a phenomenon in its context. The researchers adopt a more distant role and do not participate directly in the activities being observed (here processes of visa applications and border checks). The non-participant observations were made during the fieldwork for the small-scale surveys, which were conducted over one to two days. During the observations, researchers completed structured templates describing the activities observed, which were analysed afterwards.
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Various proposals on EU-level information systems in the areas of borders and security mention interoperability, aiming to provide fast and easy access to information about third-country nationals. When used to obtain information about individuals entering the EU, this implicates various fundamental rights set out in the EU Charter of Fundamental Rights, including to respect for private life and the protection of personal data. Adequate safeguards and mechanisms to ensure respect for these rights are thus essential. This publication aims to support the work of the high-level expert group on information systems and interoperability by highlighting ways to address fundamental rights challenges.