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Annex A - Terms of reference for the review 

Established by the Justice Secretary, 25 October 2008 
 

The review will consider whether there should be any changes to the way the Data 
Protection Act 1998 operates in the UK and the options for implementing any such 
changes. It will include recommendations on the powers and sanctions available to the 
regulator and courts in the legislation governing data sharing and data protection. It will 
also make recommendations how data sharing policy should be developed in a way that 
ensures proper transparency, scrutiny and accountability. To inform its 
recommendations, the review panel will consult with: 

a. the devolved administrations  

b. the European Commission  

c. the academic and legal community and the media  

d. representatives of the IT community and the private sector  

e. a representative sample of government departments and agencies with an interest 
in data sharing and privacy  

f. other parties identified by the review team  

The recommendations will seek to take account of technological advances and strike a 
balance that ensures appropriate privacy and other safeguards for individuals and 
society, while enabling sharing information to protect the public, increasing transparency, 
enhancing public service delivery as well as the need to minimise the burden on 
business. 
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Annex B - Contributors to the review 
The following individuals and organisations all made contributions to the Data Sharing 
Review. 
 
A J Burnet 
Acxiom Limited  
Advisory Panel On Public Sector Information  
Agencia Consulting Ltd 
AHRC Research Centre for Studies in Intellectual Property and Technology Law 
Alain Brun, European Commission 
Alan Ferries  
Allan Jackson  
Andrew Evans  
APACS  
Archi Hipkins 
Arthur Butterfield  
Association of British Insurers  
Association of Chief Police Officers of England, Wales & Northern Ireland 
Association of Electoral Administrators  
Association of Private Client Investment Managers & Stockbrokers  
Association of the British Pharmaceutical Industry  
Audit Commission  
Barclays  
Barnsley Metropolitan Borough Council  
Barry Tighe  
Basingstoke and Deane Borough Council & Hart District Council  
Boots 
Borders and Immigration Agency 
Bristol Wessex Billing Services  
British Airways 
British Bankers Association  
British Computer Society 
British Humanist Association  
British Insurance Brokers’ Association 
British Medical Association  
British Sky Broadcasting  
British Society for Human Genetics and Joint Committee on Medical Genetics  
BT Group  
Cabinet Office 
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Callcredit Limited  
Camerawatch  
Cancer Research UK  
Capital One Bank (Europe)  
Carol Hunt  
CBPL/CPVP - Office of the Belgian Information Commissioner 
Central Office of Information  
Central Sponsor for Information Assurance 
Centrica plc  
Chaplaincy Academic and Accreditation Board  
Charles Farrier  
Cheshire Fire and Rescue Service  
Chief Information Officers Council 
Children’s Rights Alliance for England  
Chris Boxall  
Chris Wilson  
CIFAS  
Confederation of British Industry  
Connexions Cornwall and Devon  
ContactPoint 
Cornwall County Council  
Council for Science and Technology 
Crown Prosecution Service  
Data Protection Forum 
David Chisholm 
David Edwards 
Demos  
Department for Children, Schools and Families 
Department for Communities and Local Government 
Department for Transport  
Department for Work and Pensions  
Department of Health  
Direct Marketing Association  
Don Bacon  
Donald Ashton  
DQM Group 
Dr C.N.M Pounder 
Dr Foster 
Dr. Steven Van de Walle  
Economic and Social Research Council  
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Edentity  
Education Leeds  
Education Otherwise  
Electoral Commission 
Elizabeth Bertoya 
EnCoRe  
Environment Agency 
Equifax  
Ernst & Young LLP  
EURIM  
Experian  
Faculty of Public Health  
Finance & Leasing Association  
Financial Information Markets  
Financial Services Authority  
Foreign and Commonwealth Office  
Foundation for Information Policy Research 
Gambling Commission  
GB Group 
GE Money  
General Medical Council  
General Motors Europe  
General Practice Research Database  
GeneWatch UK  
GlaxoSmithKline  
Google 
Government Social Research Unit  
Her Majesty’s Revenue and Customs  
Home Office 
HPI Limited  
Human Genetics Commission  
Identity and Passport Service 
Information Commissioner’s Office  
Information Commissioner’s Office (Wales) 
InMezzo 
Intellect  
ITN 
J N Payne  
James Camp  
John Shale 
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Kent Connects Partnership  
Kevin Victor  
Knowledge Council 
Leeds City Council  
Legal Complaints Service  
Leicester City Council  
Leicestershire Information Management Advisory Group  
Lloyds TSB  
LMG/Nectar 
Local Authorities Coordinators of Regulatory Services  
Local Government Association  
Logicterm  
London Borough of Brent  
London Borough of Lambeth  
London Councils  
Low Incomes Tax Reform Group  
MacRoberts 
Market Research Society  
Medical Research Council  
Ministry of Defence  
Ministry of Justice  
National Association of Data Protection Officers  
National Audit Office  
National Cancer Research Institute (NCRI)  
National Consumer Council  
National Information Governance Board for Health and Social Care  
National Offender Management Service  
National Patient Safety Agency  
National Police Improvement Agency 
National Society for the Prevention of Cruelty to Children  
Neal Hunt 
Newspaper Publishers Association  
Newspaper Society 
NHS Confederation  
NHS Grampian  
NHS National Services Scotland  
No2ID 
North Yorkshire County Council  
Northgate Public Services  
Nottingham Trent University  
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Novartis  
Nuffield Council on Bioethics  
Office for National Statistics  
Office of the Northern Ireland Civil Service  
Office of the Secretariat & Legal Counsel International Pharmaceutical Privacy 
Consortium 
Oxfordshire County Council  
Patient Information Advisory Group  
Penny Cooper  
Periodical Publishers Association 
Peter Hustinx, EU Data Protection Supervisor 
Pfizer  
PHG Foundation  
Phorm UK 
Privacy Group Ltd  
Privacy Law and Business 
Probation Service 
Professor Alex Markham  
Professor Brian Collins 
Professor Charles Raab 
Professor Gus Hosein 
Professor Martin Bobrow 
Professor Paul Boyle 
Professor Ross Anderson 
Professor Sally C Davies 
Professor Simon Davies 
Quicksilva Consultancy Services 
R A Collinge  
Reading Borough Council  
Reed Elsevier  
Registrar General for Scotland 
Research Councils UK  
Research In Motion 
Research Information Network  
Richard Paul-Jones  
Rob Findlay  
Roger Borthwick  
Rosemary Jay  
Royal Academy of Engineering  
Royal Bank of Scotland  
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Royal College of General Practitioners  
Royal College of Pathologists  
Royal College of Physicians  
Royal Pharmaceutical Society of Great Britain 
Sapior Ltd  
Scottish Ambulance Service  
Scottish Daily Newspaper Society 
Scottish Government  
Serious Organised Crime Agency  
Shirley Ann Judges  
Sir David Varney 
Sir Ian Magee 
Society for Computers and Law 
Society of Editors 
South Hams District Council 
Southwark Council  
Statistics User Forum  
Symantec 
Telecommunications UK Fraud Forum Ltd 
Tell Us Once 
Tesco 
The Academy of Medical Sciences  
The BioIndustry Association  
The Customer’s Voice  
The Institution of Engineering and Technology  
The National Archives  
The National Council for Voluntary Organisations 
The Newspaper Society  
The Open Rights Group 
The REaD Group (UK) Ltd  
The Times Newspaper Ltd 
The Wellcome Trust  
Tim Bull  
UK Clinical Research Collaboration  
UK Council of Caldicott Guardians  
University of Dundee  
Welsh Assembly Government 
Wick Hill plc  
Wirral Council  
Yahoo 

 7



Data Sharing Review | Annexes 
 

Annex C - Summaries of consultation responses 

Introduction 
1. The Data Sharing Review carried out a public consultation exercise on the use and 

sharing of personal information in the public and private sectors. The consultation period 
ran from 12 December 2007 to 15 February 2008. The consultation document is 
available online at: http://www.justice.gov.uk/docs/data-sharing-review-consultation-
paper.pdf. 

 
2. We received 214 responses, of which some 60 submissions came from private 

individuals, with the remainder coming from institutions. The responses were of 
considerable value to the work of the review and we are extremely grateful to all those 
who took the time to contribute in this way. Responses that we have permission to 
publish are available on our website, alongside our final report. 

 
3. Given the large number of responses we received, we thought it would be useful to 

provide this summary of the main issues raised. 
 

Section 1: Background 
4. Respondents were asked to explain their own interest and involvement in information 

sharing. 
 
5. Individuals. Some individuals responded in a professional capacity, but a significant 

number responded in order to raise their personal concerns around data sharing and to 
express their frustration with the way they felt Government handles their personal 
information. In particular, there was opposition to the proposed national identity register 
and identity cards. Several individuals called for a renewed and increased focus on 
privacy and liberty, which were considered quintessentially British qualities and essential 
for the health of a liberal and democratic society. 

 
6. A recurring theme among members of the public was the disparity in power between the 

citizen and the state in relation to data sharing. It was said that the citizen has no choice 
but to use public (or publicly administrated) services, but equally had no choice or say 
over how their personal information is used once it was in the public sector. Whereas 
you could choose which private sector services you used, there was only one tax office, 
one benefits office and, for the majority of people, one NHS. 

 
7. Organisations. A wide range of organisations responded, including central government 

departments, the devolved administrations, local authorities, private companies, 
representative bodies and pressure groups. For example, in the public sector the 
Department for Work and Pensions noted that it is one of the largest data custodians in 
Europe, responsible for approximately 73 million customer records, while many in local 
government highlighted the increasing trend towards local area partnership working, 
which necessitates information sharing in the fields of health, social care, education, and 
crime/community safety.  
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8. The representational and lobby groups who responded tended to focus on the 
importance of privacy and the need for safeguards to prevent undue interference with 
privacy. They illustrated this with the examples of healthcare and medical services, 
where highly personal information is often of necessity routinely collected, and financial 
services, where data breaches can leave individuals open to fraud on a massive scale.  

Section 2: Scope of personal information sharing, including benefits, 
barriers and risks of data sharing and data protection 

9. Section 2 of our consultation paper covered a very large amount of ground and elicited 
some particularly valuable responses. Here we summarise what was said about: 

 
• Benefits 
• Risks 
• Excessive data collection 
• Missed opportunities 

 
10. Consultation responses showed a clear spectrum of opinions, with a significant minority 

at the opposing ends of the spectrum. However, there were relatively few respondents 
who saw data sharing as either intrinsically good or bad. Most respondents could 
appreciate the benefits that information sharing can bring, but recognised that the risks 
involved must be managed effectively. 

Benefits 
11. Various respondents described the general benefits associated with information sharing. 

These included: 
 

• planning and delivering faster, cheaper and more effective services that can be 
tailored to customers’ needs. This could lead to lower taxation and lower prices, 
because goods and services could become cheaper to provide; 

• more effective prevention and detection of crime, including fraud, and improved 
public and community safety. There were, for example, numerous mentions of the 
information-sharing problems found after the enquiries into the Soham and Victoria 
Climbié murder cases; and  

• more convenience for citizens and organisations, by avoiding the need to 
duplicate data collection exercises.  

 
“The exchange of personal information is necessary for the creation and delivery of 
almost all goods and services. Commerce could not exist without the exchange of 
personal information”. 

Symantec Inc. 
 
12. In addition to these commonly recurring themes, there were a great many sector-specific 

examples. Right across the medical/healthcare sector, for instance, there was a clear 
view that major benefits could be obtained from the sharing of personal information. 
Indeed, the overwhelming view of healthcare providers was that sharing personal health 
information was of great importance in ensuring patients received the safest, most 
effective and timely care possible. Efficient referrals from GPs to specialists and from 
specialists to wider care teams were said to help ensure patients’ health problems were 
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dealt with at the earliest possible stage and in the best possible way. Important in this 
was the need for the care teams to be aware of the patients’ past medical history so as 
to avoid incorrect diagnoses or repetitive testing. Moreover, in times of crisis, speedy 
information sharing could prove vital to a patient’s survival chances (for example 
following a serious accident), as could immediate notification of the availability of a 
suitable organ for transplant. 

 
13. Respondents in healthcare also emphasised the importance of data sharing in medical 

research. Such research benefits both individuals and society as a whole, and these 
benefits were listed as including improved understanding of the causes and patterns of 
disease in populations; stronger evidence about the effectiveness of treatments and 
preventive measures; and greater and more accurate surveillance of adverse effects. 
Several respondents referred to cancer research. Here, sharing personal information can 
allowing linkage of information across different fields of research, increasing the 
understanding of the factors that contribute to cancer development. It can prevent 
duplication of research effort, foster better collaboration between doctors, nurses and 
researchers. It can enrich research databases by bringing information from different 
sources together for analysis. Many of these benefits were recognised as being relevant 
to research more widely, not only to medical research. 

 
“Data sharing: 

• Facilitates high-quality, policy-relevant research by sharing and then combining 
datasets from different departments and agencies to form a full picture rather than 
analysing separate pieces of a jigsaw.  

• Reinforces open scientific inquiry thereby improving methods of data collection and 
measurements through the scrutiny of others. 

• Promotes new research and allows for the testing of new or alternative methods.  

• Reduces costs by avoiding duplicate data collection efforts.  

• Allows the creation of new datasets through the merging or linkage of two or more 
existing sources of information.  

• Provides an important resource for training in research by enabling new researchers 
to utilise existing data.  

• Can reduce the burden on respondents caused by multiple data collection efforts. 

• Reduces the information security risks associated with maintaining duplicated 
datasets in more than one location.” 

Economic and Social Research Council 
 
14. Private sector respondents offered numerous examples of the benefits that sharing 

personal information can bring. One example concerned the credit system, which could 
not function without the secure exchange of information between credit grantors and 
credit reference agencies, for example when someone applies for a mortgage. Other 
companies and firms suggested that information sharing allows marketing materials to 
be targeted at the appropriate consumers, making the marketing more effective and 
reducing environmental waste. Other private sector respondents said that information 
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sharing allows better market analysis, facilitates innovation and opens up markets for 
new goods and services. 

 
15. Public sector respondents also recognised the importance of information sharing for 

service delivery, especially in terms of overcoming organisational boundaries and 
allowing collaborative working. For example, the Ministry of Defence referred to the 
information it shares to track, analyse and understand the effects of depleted uranium 
exposure on its personnel. HM Revenue & Customs described the way it shares 
information with the Department for Work and Pensions to ensure individuals receive the 
benefits they are entitled to. Departments and agencies such as the Ministry of Justice, 
Crown Prosecution Service and the Serious Organised Crime Agency explained how 
information sharing is used to prevent crime. The issues surrounding information sharing 
were perhaps illustrated best in the context of public protection and safety, where 
information sharing can, literally, be a matter of life or death. As one respondent 
remarked: “In health and social care settings people do not die from breaches of 
confidentiality but do die from not sharing important information”.  

 
16. A recurring message, particularly from respondents from the public sector, was that 

citizens expect organisations to share information about them where this is necessary to 
provide services.  

 
“The sharing of information about individuals between departments of the same authority 
- and increasingly between public agencies operating within an area - helps deliver 
joined up services to those individuals. For example, a vulnerable elderly person can 
benefit where the council’s adult social care service shares information with the local 
health service; a young person’s preparation for employment may be facilitated if their 
school liaises with the local Learning and Skills Council to produce a rounded profile of 
attainment and training requirements; the sharing of information amongst police, social 
care and school can help protect a vulnerable child; and a young person leaving care will 
benefit from information sharing between the county council that is responsible for care 
and the district council that is responsible for housing. Government and citizen alike 
expect effective liaison of this sort to happen. Local Area Agreements depend on 
joint planning, service delivery and performance management by public sector 
organisations working together. This work is underpinned by a shared view of local 
people and their needs”. 

Local Government Association 
 

17. A minority of respondents were sceptical about these benefits, and argued for 
alternative, privacy enhancing approaches to sharing information in a personally 
identifiable form. Some argued that a more ‘user centric’ approach to identity 
management is needed, for example by allowing people to hold their own information on 
an encrypted electronic card. Individuals would then have far more control over who has, 
or has not, got access to information about them. Some argued that current information 
sharing models are too organisation-centric and do not give due weight to the needs of 
individuals and their desire for control over information about them. 

 
18. While most respondents accepted the desirability of sharing personal information in 

certain contexts, many acknowledged that benefits could not be considered in isolation. 
As Professors 6, Raab and Bellamy put it: “simply enumerating benefits does not obviate 
the need for agencies to specify the circumstances in which they are likely to be 
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relevant”. They added that: “[a]gencies should not only be aware of [possible] benefits 
and disbenefits, but should assess their scale and probability, and also assess the scale 
and probability of the risks that they are prepared to accept in their pursuit”. 

Risks 
19. Respondents across the board provided a fairly consistent account of the dangers and 

risks associated with information sharing. Many referred to the risk of personal 
information being lost, stolen or abused when sharing takes place, resulting in anything 
from inconvenience or embarrassment to financial or reputational damage, or in extreme 
cases to mental health problems or even suicide. 

 
“Of prime concern to individuals is the loss of control and intrusion into their private lives 
resulting from a lack of privacy. Other concerns include the mishandling of information 
that can lead to identity theft, and the dissemination of inaccurate information that can 
result in social stigma or loss of credit.” 

“Without adequate protections, both public and private sector plans to use personal 
information, including e-government and e-commerce can be undermined by lack of 
public trust and consumer confidence.” 

The National Consumer Council 
 
20. In their submission, Professors 6, Raab and Bellamy identified four categories of risk, 

which corresponded fairly well with the majority of evidence received. The four 
categories were:  

 
i) indignity - unnecessary exposure of facts/suspicions, for example disclosure to an 

agency not concerned with gynaecological matters of the fact that a woman client 
may have had a termination;  

 
ii) injustice - stigmatisation resulting from wrongly disclosed information, leading to loss 

or denial of, for example, employment, training, or credit;  
 
iii) inappropriate treatment - unwarranted interventions by agencies into the lives of 

individuals or their families, for example with draconian action being taken by mental 
health or child protection workers based on misinterpreted/uncontextualised data; and  

 
iv) ineffective service delivery - because, for example, individuals do not trust agencies 

sufficiently to provide full and accurate information as required.  
 
21. Most respondents focused on two main areas of risk. The first involved trust: examples 

of data breaches were becoming so common that the public may be losing faith in the 
ability of organisations to protect personal information properly. This could lead to 
individuals not co-operating with service providers, for example by refusing to provide 
information, or by providing inaccurate or incomplete information. This argument was 
advanced with particular conviction by respondents from the medical and healthcare 
sector, where there was almost unanimous concern there that data losses, breaches of 
confidentiality, or failures to respect individuals’ wishes could lead to a loss of trust in 
doctors, resulting in patients being reluctant to provide necessary information to their 
GPs, to the detriment of themselves and the public. 
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22. The second main issue that respondents focused on concerned the accuracy of 
information and the context in which it is held. There was a concern that once inaccurate 
information is shared, it can be difficult to get it corrected. There was also concern that 
data items could be viewed without the necessary contextual backdrop, leading to 
flawed decisions being made, causing harm to individuals or lost opportunities for social 
benefits. An example given was that of the UK’s National Insurance numbers, an 
important identifier for various official purposes. The country has a population of around 
60 million, but there are around 80 million active NI numbers. This suggests that some 
individuals have several numbers, meaning there may be several different records about 
the same person. Many respondents pointed out the importance of context, notably in 
relation to information obtained through Criminal Reference Bureau (CRB) checks. 
Denial of employment to an individual on the basis of a single item of data - that they 
have a criminal record - without access to or understanding of the context of that data, 
can lead to harm just as failure to share that data at all can lead to harm of a different 
kind.  

 
“There is a risk that individuals or groups might be prejudiced if personal information is 
shared and there is a lack of contextual understanding about how and for what purpose 
information was originally collected for and how it will be used. There were reports in 
autumn 2007 of individuals who had been refused employment because they had a 
criminal record, on further investigation it transpired that they were for minor offences 
committed 20 years previously”. 

Leicester Information Management Advisory Group 
 
23. Many respondents suggested that when data is shared, the risks to individuals are 

increased. The more widely personal information is shared, the more likely it is that a 
breach of confidentiality could occur, for example where anonymised data sets are 
brought together, allowing an individual to be ‘re-identified’. It was also suggested that 
when information is shared, there is a greater risk of it being lost accidentally or being 
misused deliberately. 

 
“There is an inherent security risk every time personal information is shared between 
organisations.” 

Information Commissioner’s Office 
 
24. Linked with this point, some respondents noted that there are few, if any, technical 

controls capable of protecting personal information once it has been disclosed to another 
organisation. An organisation may be able to respect the data subject’s wishes, for 
example limits on disclosure or use, when the information is in its own possession. 
However, there is a risk that this will break down once the information is disclosed to 
another organisation. It could also be difficult, or impossible, for individuals to challenge 
the way the other organisation is handling their personal information. There was also a 
suspicion that datasets are being combined and analysed without there being a clear 
rationale for doing this.  

 
25. A message that came through with resounding clarity from members of the public was 

that there were significant concerns over the way in which the State uses the personal 
information of its citizens. Phrases like “Government incompetence”, “database state”, 
“surveillance society” and even “totalitarian state” were found in a number of 
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submissions. Whilst the sample was relatively small and not necessarily a representative 
cross-section, this view is illustrative of wider concerns evidenced in, for example, 
opinion poll findings. The most common complaint from our non-organisational 
respondents about the Government’s handling of personal information concerned the 
sale of vehicle registration details by the DVLA to private car parking/clamping operators. 
One respondent included details of a case where a car had been crushed, having been 
identified mistakenly as untaxed and uninsured. 

 
26. It was not only individual members of the public that raised such concerns. Several 

organisations, typically those with a wider interest in data protection policy, advanced 
similar arguments. For example, organisations working in the field of criminal justice 
identified the risk of vigilantism if information about offenders or suspects were to be 
leaked or lost. Some respondents pointed to real life examples where entirely innocent 
people had been singled out on the basis of inaccurate, incomplete or misinterpreted 
information. 

 
“By sharing personal information we surrender control in the longer term by leaving 
ourselves open to judgement by different groups in different ways. The drive to 
personalise or tailor services, which is shaped by those judgements, can lead to 
differences between what people experience and have access to. This can mean a 
narrowing of experience, can lead to social exclusion, and has significant implications for 
how we live together as a society” 

Demos 
 
27. Some contributors, including children’s rights groups, focused on recent Government 

initiatives like ContactPoint and the Common Assessment Framework, saying that they 
posed an unacceptable risk to young people. Other groups cited with approval 
Parliament’s Joint Committee on Human Rights’ Nineteenth Report (September 2004), 
which said that “if the justification for information sharing about children is that it is 
always proportionate where the purpose is to identify children who need child welfare 
services, there is no meaningful content left to a child’s Article 8 right to privacy and 
confidentiality in their personal information”. However, other respondents felt that 
ContactPoint presented opportunities in child protection and explained that although 
there were security concerns, these had been thought through properly as the initiative 
developed. 

 
28. The Association of Electoral Administrators, among others, suggested that the use of 

information from the Electoral Register for purposes other than electoral administration 
(by, for example, direct marketing companies) risks discouraging electors from 
registering to vote.  

 
29. Overall, while some respondents felt that the benefits of data sharing within public 

services were sometimes oversold, and that there was a risk in overemphasising the 
ability to deliver social justice through the use and sharing of personal information, the 
majority considered that the best approach was to put in place effective risk 
management strategies, helping to minimise the prospect of harm but delivering the 
benefits that information sharing can bring. The majority view was that as a general rule 
the risks of not sharing information outweighed the risks of sharing. 
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Excessive data collection 
30. We asked for examples of cases where respondents thought excessive personal 

information was being collected. A large number of respondents, members of the public 
and organisations, felt that the Government - both central and local - held too much 
information, and was allowing too many people access it. They also suspected that a 
large amount of information was being transferred between organisations when a lesser 
amount would suffice. The example frequently cited was last November’s HM Revenue 
& Customs data breach involving the missing data disks. Very few, if any, respondents 
thought it inappropriate for the National Audit Office to have access to HMRC data, but 
there was concern that HMRC apparently provided irrelevant and unnecessary data to 
the NAO. The widely held view was that personal information should only be held and 
shared where it is strictly necessary. 

 
“It is not, perhaps, a question of whether public authorities hold too much personal 
information, but rather that too much information is available to too many people, e.g. 
departments or offices that have access to information they do not need” 

Intellect 
 
31. The practice of collecting and storing the same information in a number of different 

databases across public sector organisations was pointed to as unnecessary data 
duplication, which in itself increased the risk of data breaches. Large databases, such as 
the national identity register, ContactPoint, Connecting for Health, and the Police 
National Computer, were mentioned repeatedly in the context of excessive or 
disproportionate data collection. Many respondents raised concerns about the National 
DNA Database, suggesting that collecting DNA from people who had not been convicted 
of any criminal offence was not acceptable. 

 
“The Oyster Card, Transport for London (TfL)'s electronic ticketing system, retains 
centralised logs of individuals' journey details on an eight-week rolling basis before 
anonymising the data and retaining it for research purposes. Such data have never been 
collected before, and have the potential to present a detailed picture of an individual’s 
life. The merits of storing such data centrally are not immediately clear from the 
perspective of functionality. It is therefore unclear why this feature was built into the 
system.” 

Open Rights Group 
 
32. Respondents also raised some concerns about the use of personal information in the 

private sector. Some suggested that banks held too much personal information and sent 
too much of it through the post. Others thought mobile phone companies and 
supermarkets collected too much information. Another example cited was the hospitality 
industry, where it was felt that hotels sometimes demanded too much personal 
identifying information from guests at check-in. Some respondents were concerned that 
the merger of technology companies could lead to the creation of massive data sets 
about individuals’ use of the internet. Others complained about the amount of junk mail 
they receive, seeing this as evidence of information about them being shared too widely. 
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Missed opportunities 
“We have always found a basis for sharing personal information where it is considered 
necessary for us to do so for the exercise of our functions. However, where the purpose 
of the data sharing is to enable another public authority (e.g. HMRC or DWP) to fulfil its 
functions, then we frequently face the issue of whether or not we have the vires to share 
the information. Therefore, it might be helpful to consider the appropriateness of bringing 
forward legislation to confer upon public authorities generally a vires to share personal 
data where it is in the public interest to do so.” 

Welsh Executive Government 
 
33. The clear message from this part of the consultation was that there is extensive and 

widespread confusion over what the law says, what it permits and what it prevents. This 
confusion often frustrates beneficial data sharing, either thwarting it entirely or making it 
more difficult. 

 
34. Moreover, some respondents commented that “lurid tabloid stories” do nothing to further 

public understanding of data management rules, and in fact contribute to a risk-averse 
culture. More responsible, factual and positive reporting and presentation would help to 
guard against this. 

 
35. Concerns about a lack of legal clarity came from both the public and private sectors, but 

seemed to be a particular issue for local authorities. Local authorities are increasingly 
being asked to work together, but a number of them said a lack of common 
understanding of the law has become a real problem. Various respondents commented 
that, although all local authorities are supposedly “in the same game”, each one tends to 
“play by different rules”, with one Council in England saying that each of the 433 local 
authorities across the country have “different interpretations of what information can be 
shared and with whom”. A particular example quoted in responses was that sharing 
between the two tiers of local government in the same area is often prevented, meaning 
that residents have to provide the same information to two separate bodies, which is 
inconvenient for the individuals concerned, and costly for the authorities.  

 
“Responses from some local authorities to EURIM questioning indicate that the DPA is 
perceived to be a barrier even when it is recognised in reality not to be; others clearly 
believe that the DPA is in reality a barrier, citing the Childrens Act as one example where 
the law is contradictory. Clarity and advice from the ICO was also perceived to be 
lacking by some.” 

EURIM 
 
36. We received several examples of situations where fear over the application of data 

protection law, or the law itself, prevented beneficial information sharing. For example, it was 
commented that in Scotland anonymised population census and hospital discharge 
information was shared to aid understanding of social determinants for health, but that this 
was not done in England. This could have many benefits and could aid social marketing for 
public health improvement. One respondent highlighted a campaign it carried out for a 
government department, where the department was trying to contact certain people who 
had been on long term sick leave. The department in question held information about those 
individuals, but declined to release it. Therefore the respondent organisation had to resort to 
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field marketing and putting posters in GP surgeries, entailing a lot of unnecessary waste, 
and meaning that not all the relevant individuals were made aware of the campaign. 

 
37. The Office for National Statistics (ONS) gave two case studies, which it suggested 

illustrated how greater data sharing could be advantageous: 
 

• population and migration statistics - population statistics are used to allocate 
resources, support policy development and review, plan and deliver services, for 
example in the areas of health, education and housing. According to the ONS, there 
is currently no single source of data that can be used to measure migration flows or 
monitor pattern changes. The Statistics Commission has estimated that around £1bn 
might be misallocated due to inadequate statistics. Bringing together the different 
sources would mean the possibility of building a more complete statistical picture and 
forming an authoritative basis on which to plan; and 

 
• economic and business statistics - the Government requires comprehensive, accurate 

and timely information to manage the economy; to encourage enterprise and innovation; 
and to understand the nature and impact of structural and other changes. Access to a 
range of administrative sources, including data collected by HM Revenue & Customs and 
the Department for Work & Pensions would improve both national and regional statistics, 
reduce the burden on data suppliers (most notably small businesses), and generate 
significant costs savings. In particular, the availability of tax data for individual businesses 
would enable ONS to improve efficiency and value for money in its data collection and 
increase quality by extending coverage to small businesses. 

 
38. In the private sector, respondents from the financial services sector cited situations where 

advantageous sharing - for fraud prevention and responsible lending purposes, for 
example - was not taking place, often because of confusion around the legal position. A 
number of respondents touched on the topical issue of utility companies sharing personal 
information with public sector organisations involved in, for example, protection of the 
elderly. This type of information exchange could allow a social services department to 
intervene where a vulnerable person is about to be cut-off for non-payment of a utility bill. 

 
“The police are required to attend road collisions where a person has been killed or 
injured, the road is obstructed, or there are allegations of offences. The attending police 
officer will record information about the collision - including driver, vehicle and victim 
details, the circumstances of the collision, and the contact details of any witnesses.  

Police road traffic collision (RTC) reports are a vital tool in helping motor insurers reach 
a decision where liability is in doubt, and therefore play a crucial role in resolving difficult 
claims as quickly as possible. Insurers want to pay timely compensation to claimants; 
this is in line with the Ministry of Justice’s own commitment to making the personal injury 
claims process more efficient and cost effective to the benefit of claimants.  

In the past, RTC reports were made available to insurers at a standard price, dispatched 
fairly promptly, and generally contained all the required material. Unfortunately, that is no 
longer the case. Today, vital information is often redacted. Data protection and human 
rights concerns are behind police refusals to supply full information. These concerns are 
we believe misplaced and should not override the broader interest of promoting access 
to justice.” 

Association of British Insurers 
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Section 3: The legal framework 
39. The questions in section 3 of our consultation paper sought views on the strengths and 

weakness of the Data Protection Act, including a focus on the Act’s principles and any 
barriers there might be to the Act working effectively; on the wider legal landscape, 
including the interplay between the Data Protection Act and other domestic and 
European law; and on the data protection enforcement regime and the powers and 
sanctions available under it.  

The Data Protection Act 
40. There was a strong consensus that the Data Protection Act (the Act) generally works well 

and that its principles are basically sound. In particular, respondents recognised the Act’s 
transparency provisions and the rights it gives to individuals, e.g. the right to access 
personal information and to have inaccurate information corrected. Some thought that the 
Act was a particularly important defence for individuals facing requests under Freedom of 
Information law for access to information about them. However, there were very few 
unqualified supporters of the Act. Most thought the Act was only “moderately successful” 
or was working “reasonably well”. Many respondents supported the principles and purpose 
of the Act, but thought it was too complex and often misunderstood. The drafting of the Act 
was thought to be too technical - “written by lawyers for lawyers” - but one respondent 
thought that even lawyers find it hard to understand. There was a strong feeling that the 
words of the law are very hard to apply in practice.  

 
“There are many myths surrounding the DPA - it appears to be one of the most 
frequently cited yet least understood pieces of legislation.” 

 

The National Archive 
 
41. Some of the Act’s terminology was singled out as a particular source of confusion. This 

included: 
 

• “consent”  
• “crime and disorder” 
• “data controller” 
• “data processor” 
• “fair” 
• “identifiable” 
• “legitimate interest” 
• “necessary” 

• “personal data” 
• “prejudice” 
• “public protection” 
• “reasonable” 
• “relevant filing system” 
• “sensitive personal data” 
• “specified and lawful purpose” 
 

 
“In theory, the DPA provides a powerful and flexible framework for data processing: it 
sets out a list of data processing principles and provides for a framework of checks and 
balances. In practice however, some of the principles are unclear (such as the obligation 
for fair and lawful processing) and the legislation is unduly complex.” 

The PHG Foundation 
 

42. While the Act creates wide areas for discretionary decision-making, frontline staff 
frequently want legislation to offer them “algorithms” that would obviate the need for 
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judgment. Thus where organisations are not clear about what the law means in practice, 
their default position is to adopt an overly “restrictive”, “conservative” or “risk averse” 
approach, meaning that sharing does not take place when it could (or should) do and 
that potential benefits are not being realised.  

 
“The simplicity and elegance of the data protection principles is diminished by the 
number and complexity of the exceptions, some of which are described in the Annexes 
to the DPA, while others are scattered around in other bits of legislation. A single piece 
of legislation, which deals with data-protection and data-sharing subjects in an elegant 
and comprehensive way, would be a great help” 

Edentity Limited 
 
43.  A number of respondents made specific suggestions about the workings of the 

legislation. Among the issues raised were: 
 
• the notification procedure should be reviewed. Many respondents said that, 

although registering the names and addresses of data controllers could be useful, the 
registration of rather vague ‘purposes’ is relatively meaningless. If the need for 
notification remained, then data controllers should be required to say which 
organisations they share information with and to be more specific about their reasons 
for doing this; 

 
• the data protection laws should extend to deceased people, particularly where the 

death happened relatively recently and the data involved is sensitive health 
information, which could presumably have genetic implications and therefore 
potentially put at risk the privacy of surviving relatives; 

 
• there is a lack of clarity around responsibility and accountability, particularly where 

two or more data controllers hold the same information. This “controllers in common” 
scenario was picked up on by several respondents, who each called for more 
precision in terms of where accountability lies; 

 
• the Act is not specific enough in enabling correctly governed research. In particular, 

the Act should include a power to enable anonymisation and pseudonymisation and 
should explicitly mention systems of “trusted third parties” (i.e. where the use of 
personal information by an organisation can be minimised by ensuring all identifiable 
data is controlled securely by a licensed body at arms length, so only allowing 
completely anonymised versions of it to be used by the organisation itself); 

 
• the subject access system, although generally seen as a positive aspect of the 

regulatory regime (see further comments in section 4), was also seen by some as 
imposing disproportionate burdens, and it was argued that the Act should have better 
provisions for rejecting vexatious or otherwise inappropriate requests, perhaps 
mirroring those in the Freedom of Information Act. 
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The second principle 
“The second principle… is a constant reminder that data controllers manage that 
information on behalf of the data subjects rather than ‘owning’ the data” 

The Gambling Commission 
 

44. Overall, the Act’s eight principles, listed at the end of its first schedule and which set out 
the broad philosophy underlying the entirety of the Act’s framework, were thought by 
respondents to be useful. Because of its obvious resonance with the sharing of personal 
information, our consultation document focused in particular on the Act’s second 
principle, which reads 

 
Personal data shall be obtained only for one or more specified and lawful purposes, 
and shall not be further processed in any manner incompatible with that purpose or 
those purposes. (Data Protection Act 1998, c29, Schedule 1, Part I, para 2) 

 
45. The second principle was seen by the majority of respondents as being a valuable 

protection against the abuse of personal information, because it links the subsequent use 
with the initial collection of information. So, in effect, the principle acts a mechanism to 
prevent individuals being surprised, some way down the line, that their information has 
been reused in a way they would clearly not have expected. However, some respondents 
thought that the meaning of the second principle is unclear, and that it can seem too 
flexible or too inflexible, depending on the circumstances. The effect of the second 
principle also depends on how narrowly or broadly the organisation initially specifies its 
purposes. So for example, where collecting personal information expressly for the purpose 
of “service development” or “marketing”, an organisation would find it relatively easy to 
justify all subsequent intended uses within the bounds of the second principle.  

 
“Without a categorisation which is generally agreed, "compatible with" can be interpreted 
loosely enough that almost any purpose could be instantiated even though it was not the 
one for which the data was originally collected” 

Professor Brian Collins 
 

46. A particular concern of some respondents was with public sector organisations’ 
compliance with the second principle. There was a perception that Government could 
and did legislate around the second principle by creating statutory gateways, giving 
authority to schemes that would on the face of it be prevented by the second principle.  

Interplay with other law 
47. Respondents tended to see the relationship between the Data Protection Act and other 

elements of the law as being particularly confusing. In particular, respondents were 
confused by the interplay between the Act, the common law of confidentiality, other UK 
legislation and the European Directive. In terms of particular statutes, the Human Rights 
Act and Freedom of Information Act were most often quoted, but mention was also made 
of the Finance Act 1989, the Crime & Disorder Act 1998, section 115, the Children Act 
2004, and the Housing Act. The large number of statutory gateways, which provide the 
legal authority to share information in specific instances, were criticised as being widely 
dispersed in unconnected pieces of legislation, leading to an overall picture which was 
both opaque and confusing. 
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48. A number of respondents argued that there is a need for a new legal framework 
specifically for information sharing. Others called for a general public sector power to 
share, or for sector-specific regulation, for example a power to share for child protection 
purposes. 

Powers and sanctions 
49. A large number of comments focused on the inadequacy of the powers and sanctions 

available to the Information Commissioner. 
 

“even if the Act was simple to understand and apply, it can appear that there is little 
reason for some data controllers to comply with the Act as in practice a failure to comply 
is rarely met with a significant consequence” 

Data Protection Forum 
 

50. The evidence we received pre-dated the Criminal Justice and Immigration Act 2008, and 
the amendments made under that legislation to the Data Protection Act. The DPA’s new 
section 55A, which was inserted by section 144 of the 2008 Act, will (once it is brought 
into effect) provide the Information Commissioner with the power to fine those adjudged 
to have deliberately or recklessly committed serious breaches of the Act and its 
principles. The provision will strengthen the regulatory powers available to the 
Commissioner. 

 
51. Many respondents said that they would like to see even greater changes. Members of 

the public, in particular, thought the ICO “a toothless tiger”, and the majority view among 
both individuals and organisations was that the Data Protection Act should include 
stronger penalties and sanctions, and that the Information Commissioner should be 
given increased powers and resources to carry out his duties more effectively. There 
was wide support for the Information Commissioner to have the powers to carry out 
unannounced audits and inspections. Numerous respondents commented that 
Information Commissioner’s powers should be more akin to those of the Financial 
Services Authority (FSA) or the Health and Safety Executive (HSE), and some even 
argued that the courts should be able to impose custodial sentences for gross 
mismanagement or deliberate misuse of information.  

 
“We believe it is appropriate for the Information Commissioner's Office to demand 
powers similar to those of the Health and Safety Executive. The Data Protection Act will 
not be taken seriously in businesses at Board Level until this happens.” 

Open Rights Group 
 

52. The analogy between the ICO and the FSA was drawn by many, including 
representatives of the financial sector. The FSA can levy very large fines on financial 
services providers found to be handling the information they are responsible for 
carelessly, but the Information Commissioner cannot currently do so. Some respondents 
suggested that the ICO’s powers are so weak that the cost of putting proper information 
management systems in place would be greater than the likely cost of any regulatory 
action that could be taken against them, particularly as the chances of being caught out 
are minimal so long as the Commissioner’s powers of inspection are as restricted as 
they currently are. This, respondents suggested, was a disincentive to putting effective 
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information management processes in place. Many of them, including the FSA itself, 
thought it unfair that under the current regime financial services firms can be penalised 
for their errors, but other organisations, which may handle huge quantities of personal 
information, fall outside the regulatory regime. 

 
“the sanctions and powers of the FSA exceed those of non-financial services 
regulators, including the Information Commissioner's Office. In our view, this may lead 
to poorer standards of data security in non-financial services firms. This, in turn, could 
lead to the targeting of the non-financial services firms by criminals seeking to acquire 
personal information in order to commit fraud and/or identity theft”. 

“the FSA can both inspect financial services firms without consent and impose fines 
where an investigation shows that the FSA's rules or principles have been breached… 
We would strongly support a change in legislation which would give the ICO such 
powers”. 

Financial Services Authority 
 

53. The calls for additional powers were not unqualified. Some argued that any additional 
powers had to be proportionate and not unduly burdensome. Some also suggested that 
a few isolated instances of high-profile data breaches should not be allowed to lead to 
disproportionate amounts of additional red tape. But generally speaking, respondents 
could see the case for additional powers and resources for the Information 
Commissioner. 

 
54. Part of the purpose of the additional resources respondents wanted to see available to 

the Commissioner was to enable him to offer better guidance and training, and develop 
a clearer, simpler framework for sharing personal information. Indeed there was a 
consensus amongst respondents that the ICO should strive to produce better guidance, 
especially in the context of an evolving legal framework, and should work with 
government and industry to develop better training for information practitioners.  

 
“If data sharing is to ‘take root’, then DPA will need to be amended or new enabling 
legislation introduced. These legislative changes would need to be supported by Codes 
of Practice and/or detailed guidance… Further and more stringent penalties may [also] 
be necessary to ensure that the attention of Data Controllers, and individuals who are 
accountable, is focussed firmly on the safeguarding of personal information.” 

Northern Ireland Civil Service  

Section 4: Consent and transparency 

Consent 
55. The issue of consent aroused a wide range of comment, and it was evident that there is 

much confusion over the extent and nature of the current requirement for consent, and 
much disagreement over what role consent should play in data sharing decisions.  

 
“There is a lack of clarity about what constitutes valid consent for data sharing, and how 
that consent should be managed. Current data collection mechanisms do not provide 
sufficient granularity for the individual to consent to what information is collected, how 
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long it is held, with whom it is shared, and the purposes of sharing. Generalised ‘opt-in / 
opt-out’ notices do not cover a necessary level of detail, and rarely provide a transparent 
mechanism for data subjects to subsequently change their consent permissions or force 
the deletion of given personal data from its initial storage location and all other locations 
to which it has been transmitted for other purposes.” 

Privacy Enterprise Group 
 

56. A large number of respondents suggested that there was significant ambiguity around 
‘informed’ consent, with concerns about whether consent could ever be truly informed, in 
particular when considering future uses or prospective consent. There was a view 
expressed by a range of respondents that consent was not given the respect that it 
deserved, with too many instances of organisations supposedly seeking the agreement 
of data subjects by burying provisions in lengthy and complicated terms and conditions, 
which by the obscure nature of the methods used could never constitute real agreement. 
Further, respondents highlighted cases where organisations claimed that they were 
seeking consent when in fact the use of personal information was a necessary part of 
the transaction and would be justified legally on other grounds even if consent were not 
provided. The very fact that consent was purportedly sought in those circumstances 
devalued it as a concept. 

 
57. Issues of consent were particularly resonant in the healthcare and medical sector. 

Consent for secondary uses of health data was raised, with respondents calling for 
better guidance. In this context, some respondents supported the notion of “implied 
consent”, arguing that when, for example, a patient takes advantage of healthcare 
services they should be deemed to have provided implicit consent for the use of their 
personal information in health research. However, there was also a recognition among 
some that patients could feel unfairly pressurised into giving consent for fear of receiving 
inferior treatment if they were to refuse. Similar arguments were advanced in relation to 
other sectors. 

 
“If consent was needed before sharing took place, sharing would never happen. There 
will always be people who refuse to share, putting personal interest above the well-
being of society. The cost of separating out data covered by such refusals, linked with 
the costs or evidencing consent and maintaining it are enormous.” 
Leicester City Council 

 
58. In the field of medical research, two particular problem areas were identified. First, there 

was uncertainty over the need to obtain consent to access medical records to identify 
eligible research participants - in order to ask them for their consent to participate in 
research. We were told that this perceived requirement to obtain “consent to consent” 
causes enormous logistical problems for researchers and healthcare institutions and is 
having a negative impact on the ability to conduct large scale studies. Second, there is 
confusion about whether giving consent has to be a positive action, or whether a failure 
to opt out qualifies as valid consent for the purposes of the DPA.  

 
59. The debate about whether the DPA required consent exposed a wider debate about how 

much control people should have over information about them, and whether, therefore, 
consent ought to be the primary precondition for sharing information. There were 
different views about this. Some felt it was highly undesirable to share any information 
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without the full and informed consent of the individual(s) concerned, others saw reliance 
on consent to be misconceived both in philosophical and practical terms. However, most 
respondents thought that consent was desirable in some circumstances, but impractical 
in others. 

 
60. Many respondents started from the premise that consent is a valid way of legitimising the 

sharing of personal information. Consent should be sought where possible and 
appropriate, and where it is sought it should be genuine and informed. Whilst most 
respondents agreed with this, many recognised the limitations of permission-based 
sharing. Consent was clearly not valid in contexts such as crime prevention or public 
protection; or where mental capacity issues might be relevant; or where there are 
obvious benefits to society but where practical constraints make it very difficult to obtain 
all the permissions required. It was also recognised that in some cases consent could be 
overridden in the wider public interest, or where the law specifically provides for this.  

 
61. No respondents thought that an entirely consent-based information system was feasible 

or desirable, and the majority view echoed that expressed by the AHRC Research 
Centre for Studies in Intellectual Property and Technology Law, University of Edinburgh, 
which submitted: 

 
“the fetishisation of consent ... is an attitude prevalent among many regulators, 
including ethics committees, whereby the obtaining of consent has come to be seen 
as both necessary and sufficient to legitimate data handling and sharing when it is 
neither; nor, is it achievable or even desirable in some cases. This is not to belie the 
importance of informing individuals about data processing or the value of consent in 
appropriate circumstances, but it does suggest that more should be done to stress 
the important public interest which can be served by legitimate data sharing, 
especially in the context of robust scientific and medical research”. 

Transparency 
62. There was a far greater degree of consensus on the issue of transparency than there 

was on consent. There was a general and widespread acceptance that transparency 
was extremely desirable and that where possible it should be enhanced.  

 
“Transparency is a key requirement in this area and will increasingly become important 
to citizens. Citizens’ concerns in this area could be reduced through greater clarity 
concerning what information is held about individuals by whom, with audit trails to 
provide greater transparency to the individual in tracing how their data is being used.” 

BT 
 

63. There was general consensus that far greater transparency was required in respect of 
the use of personal information and there was broad support for the Information 
Commissioner’s Framework Code of Practice for Sharing Personal Information. Many 
advocated a more open approach to policy development and practice, suggesting that 
personal information compliance results should be published and that organisations 
should carry out and publish Privacy Impact Assessments (PIAs). PIAs would however 
have to be a genuine process, not a regulatory tick-box exercise. Further, organisations 
should be required to produce simple, understandable explanations of their policy and 
practices in relation to personal information, and some went on to suggest that ‘data 
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management impact assessments’ could be conducted by external agencies to ensure 
effective checks on privacy policies. 

 
64. Many respondents argued that people should be able to find out more easily what data 

is being held about them, check the accuracy of such data, and get it changed promptly, 
across organisations, if it is inaccurate. Many suggested that the existing subject access 
requests regime needed to be reviewed and updated, to take advantage of new 
technologies. There were a number of calls for reducing the current 40-day deadline 
where the information is stored electronically and should be easy to retrieve. The charge 
for giving subject access was criticised, with many fearing that charging at all could act 
as a barrier to access, and therefore reduce overall transparency. Some respondents 
said that subject access should be free, because information technology makes it so 
much easier to retrieve and despatch information. Some respondents noted that HMRC 
already waives the standard £10 charge, proving that free access could be workable in 
practice. Others suggested that more should be done to make children’s personal 
information available to them (the children). It was also suggested that individuals should 
be able to make a single request in order to receive information about them from a 
number of organisations, given that those organisations may be sharing information 
about the individual.  

 
“organisations should be clear about how data they collect will be used and shared. In 
particular, data protection notifications could be more specific so that the public can 
judge whether processing is legitimate.” 

Research Councils UK 
 

65. Those who wanted greater transparency called for a number of specific improvements, 
including: 

 
• shorter, standardised Fair Processing Notices (FPNs) in plain English. A particular 

sector could agree a standard notice, which could be posted on the website of the 
relevant representative or trade association. This would allow the public to become 
more familiar with standard terms, and would allow them to recognise where any 
particular organisation departs from the sectoral standard; 

 
• improvements to the present DPA notification system, which was widely seen as an 

administrative burden, but one which provides no real or significant benefit to the 
individual, organisation or regulator. If notification is to remain, some suggested that it 
should provide the ICO with substantive information as to how organisations process 
data, and be a starting point for any audit. There were also several mentions of the 
Freedom of Information Act publication schemes, which respondents thought could 
have beneficial effect in the data protection arena;  

 
• ‘track back’ facilities, that would allow, for example, an individual who receives junk 

mail to trace where the direct marketing company obtained his/her data from should 
be considered;  

 
• wider use of ‘user-centric’ ID management systems, giving individuals much more 

knowledge of, and control over, the use and sharing of their personal information; and 
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• systemic improvements to standards of guardianship, ownership, responsibility and 
accountability, with a particular emphasis on senior-level management of information 
security issues.  

 
66. Organisations across the sectors should do more to explain what they are seeking to 

achieve by using or sharing people’s information, and should provide clear and 
accessible information about what personal information they hold, why they hold it, how 
they use it, with whom they share it, and how long they retain it. It seemed to be 
generally felt that the public needs a much better explanation of what is happening to 
information about them, and that a number of methods need to be used to provide this. 

 
“Departments [must] communicate more with the public and explain why and how their 
personal information is to be handled and shared, especially in the light of the recent and 
various high profile losses of personal data. We would use public consultations as a 
principal means of communication, though greater use of websites and leaflets would 
also help us get our message across. The inclusion of material about information sharing 
in Departmental Publication Schemes would be another means of making more 
transparent our activities on this front.” 

Northern Ireland Civil Service 
 

67. A minority of respondents thought that existing transparency arrangements were good 
enough. Some argued that strengthening individuals’ rights, allowing more access at 
lower cost would amount to an additional and disproportionate burden on organisations. 
The lack of any provision for protecting organisations against repeated or vexatious 
applications was again cited, as was a concern over the inability to recover the actual 
cost of providing subject access. It was also suggested that more transparency could 
result in weakened data security.  

Section 5: Technology 
68. This section of our consultation document focused on the impact that technology has 

had on the sharing of personal information. It asked questions about technological 
safeguards for protecting personal information and about the role of privacy enhancing 
techniques (PETs), such as anonymisation or pseudonymisation.  

 
“The entire question has developed because it has become practical to manage, 
exchange, match and mine vast quantities of information about people and their 
personal lives, rapidly and without their involvement. The technological capacity and the 
bureaucratic imperative to record and report that it facilitates have far outpaced social 
change. It is like the Black Death: the population has no natural resistance and no real 
understanding of what is happening and why.” 

No2ID 
 

69. Respondents agreed that advances in information technology pose risks and promise 
benefits. All respondents recognised that the growth in computing power has brought 
about the possibility of ever larger datasets that are subject to much more intensive, and 
potentially intrusive, analysis and exchange between organisations. Whereas once, files 
containing personal information enjoyed what one respondent described as “privacy 
through obscurity living in dusty file cabinets”, today information can be moved at the 
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speed of light to the other side of the world and be duplicated and/or manipulated 
repeatedly at very little cost. This has obviously brought benefits, for example by greatly 
enhancing the ability of researchers to carry out effective analysis of large amounts of 
data brought together from a range of sources. However, some expressed a fear that 
sometimes things are being done simply because technology allows it, without adequate 
consideration of the social impact of technology. 

 
70. Respondents also highlighted the security risks of holding large amounts of electronic 

personal information that can be shared, corrupted or lost almost instantaneously, or 
which can be compromised by a hacking or spy-ware attack. Portable devices pose 
particular security challenges, whilst large centralised databases were seen as inherently 
risky. It was suggested that the massive storage capacity of many computers means that 
more information is being collected and retained than is necessary, and that it is often 
not being kept up to date. Organisations which fail to take proper precautions when 
disposing of obsolete systems holding personal data, or which outsource their data 
handling or back-up operations to third parties can expose personal information to an 
increased risk of loss or misuse.  

 
71. Respondents recognised that technology can be used to enhance security and privacy. 

However, many respondents suggested that technological focus has tended to be on 
delivery of functions and services, rather than on security and privacy.  

 
“whilst technologies for the protection of personal information are available, they do not 
provide the same business benefits and are not being used as widely” 

Data Protection Forum 
 

72. Technological solutions were recognised as only being as strong as their weakest link, 
and almost invariably that weakest link was seen as being their human operators. It was 
suggested that there was too much corporate focus on technological development, and 
not enough on the training of staff or the implementation of the policies and procedures 
needed to deploy technology safely. Many respondents focused on the tendency of 
some, particularly in younger generations, to exchange information through social 
networking websites to a degree which risked compromising their own interests. Many 
found it hard to understand why the social network site generation might still be so 
unwilling to provide information about themselves in other contexts. Some doubt was 
expressed as to whether individuals have the nous to safeguard their own interests in 
the new electronic age. More public education and training was called for here.  

 
73. Respondents recognised that ‘off the shelf’ security products were becoming 

increasingly available. Many respondents thought there ought to be mandated best 
practice standards for encrypting data. However, the general view was that whilst best 
practice should be observed, the pace of technological evolution means that any attempt 
to specify minimum standards in legislation would fail. It was generally felt that the law 
works best by setting out general principles in this area, leaving the definition of specific 
standards to the market, which is often led by professional institutions, industry-wide 
representative groups or sectoral regulators. In this vein, many also called for the 
removal of unnecessary domestic and international legal restrictions presently in place 
on the development and sale of software packages designed to help protect data.  
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“there is an ‘arms race’ between those who seek to break encryption and those who 
seek to strengthen it. The former are greatly helped by Moore’s Law (which predicts the 
doubling of processing power every two years), whereas the latter are hindered by 
export control laws” 

Royal Academy of Engineers 
 

74. Many responses focused on the issue of using personal information for research, audit 
and statistical analysis. It seems that this is a particularly fertile area for the deployment 
of techniques such as the anonymisation or pseudonymisation of data. However, 
respondents from research backgrounds suggested that although in many cases they do 
not need to know who an individual is - and as a rule are not at all interested in this - in 
many cases it may be necessary to trace or contact the individual. For that reason, full 
anonymisation was often undesirable. There was strong agreement that more use 
should be made of encryption, as this can go a long way towards safeguarding patient 
confidentiality and the scientific integrity of the data, whilst ensuring that data could still 
be de-anonymised where necessary. Pseudonymisation was felt to be particularly useful 
because it removes explicit identifiers from a dataset yet allows information about the 
same person to be linked, by allocating a unique identifier to him or her. A trusted third 
party could hold the ‘key’ that links real identity to pseudonym. 

75. In the medical arena, there was widespread agreement that it would be harmful to research 
and to public health more widely to insist on full anonymisation as there were many 
instances in which it might be necessary to track or identify patients or research volunteers. 
In its submission, the PHG Foundation suggested that those charged with research 
governance, such as research ethics committees, have traditionally judged anonymisation 
by the simple test of whether those involved in research were reasonably likely to identify the 
data subject or not. For the most part, it was suggested, this pragmatic approach seemed to 
respect individual privacy. However the threshold for advice from the Information 
Commissioner’s Office was said to be much higher, requiring that the data processor 
considers the means reasonably likely to be used by a person who is determined to identify 
the data subject, such as a hacker or investigative journalist. PHG said that whilst data 
processors clearly have an obligation to assess the effectiveness of their data security 
systems and processes in the context of rapid technical change, its view is that increased 
sanctions should be placed upon those who deliberately seek to de-identify personal data 
without legitimate cause, rather than seeking to over regulate at the other end. 

Section 6: International comparisons 
76. In the final section of our consultation document we solicited examples of other 

jurisdictions where the law or best practice had developed in particularly useful ways. 
Although we received some interesting submissions, we received less evidence in 
response to this section than we did in response to the others. 

 
77. In general, it was thought that the UK had adopted the European Data Protection 

Directive in a pragmatic and balanced way, making the country attractive to business. 
 

“Despite any criticisms we may have, in comparison to many other countries, the UK is in 
many respects an international leader in the regulation of personal data and engagement 
with business issues pertaining to data sharing in the public and private sectors.” 

Confederation of British Industry 
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78. Several respondents did point to examples of foreign jurisdictions that had adopted 

particularly useful laws and practices. Most comments were addressed either at the 
overarching frameworks (or even guiding philosophies) present in different countries, or 
at specific laws, rules or devices said to be in common use overseas. Many respondents 
commented on the differing approaches adopted by the United States of America and 
the European Union. There was said to be a difference in fundamental attitudes towards 
the management of personal information and privacy matters here, with the European 
Union, and some other jurisdictions, following a legislative path underpinned by the view 
that privacy is a human right; but with the US still typically regarding personal information 
as belonging to the organisation, with special obligations of stewardship in terms of its 
handling and management. The end result (i.e. that personal information has to be dealt 
with securely) might often be the same, but the route to get there was seen as being 
very different. 

 
79. When looking at data sharing frameworks, some respondents pointed towards other 

Commonwealth jurisdictions as having sensible and practicable measures in place. 
Canada was cited by some as being a bridge between the approaches adopted by the 
EU and US, and Australia was used as an example by others, particularly in terms of its 
attitudes to health and other administrative data. Some respondents also cited the broad 
framework in New Zealand, pointing to the way in which information management law is 
brought together in a simple but very effective way.  
 
“The New Zealand Information Privacy Act 1993 is seen as a successful legal framework 
for sharing and protecting personal information, and could be useful in a UK context.” 

British Computer Society 
 

80. Respondents made a number of observations about data protection in other countries 
from which they thought the UK could learn. Respondents pointed to: 
 
• the German experience of laying down a specific requirement for informed consent 

for cancer registration, which led to the effective collapse of the system. Similar 
problems also occurred in Canada and in Hungary - where patients either withheld 
their consent or doctors did not ask for consent in the first place; 

 
• the advantages and disadvantages of the breach notification provisions in force in the 

United States of America and Canada. In particular, respondents focused on the trigger 
points for the notification of a breach, and the issue of who the notification should be 
made to - for example, the regulator or the individual or both. There were also wider 
issues about whether people would become immune to breach notifications, meaning 
that they may not take notice when there is a genuinely significant breach. Some 
respondents also expressed concern about the burden on business; 

 
• the presumption in many European countries that population and business registers 

should be available to the central statistics office for national statistics purposes. It 
was suggested that the use of administrative data for statistics is, in many countries, 
assumed, and that other jurisdictions in the EU have implemented the provisions in 
the EU data protection directive more positively from a statistics and research 
perspective than is the case in the UK; 

.  
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• the powers of regulators in other jurisdictions. The common theme was that the UK’s 
Information Commissioner has substantially weaker powers than some of his 
international equivalents. For example, the Canadian Federal Privacy Commissioner 
was said to have the power to audit organisations, and the Ontario Privacy 
Commissioner the power under the Personal Health Information Protection Act to fine 
institutions up to $1 million (Canadian dollars); 

 
• the Dutch e-Citizen Charter, which sets out ten rights for citizens and ten 

corresponding duties for government in connection with the use and sharing of 
personal information, and the subsequent Citizenlink programme that seeks to 
implement it; and 

 
• the wider use of Privacy Impact Assessments in countries like Canada, particularly 

the model adopted by Ontario’s Privacy Commission, which involves the use of 
federated PIAs. 
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Annex D - Workshop notes 

To help inform the review we conducted a number of workshops to bring together people 
from a range of disciplines and sectors - including government, the financial industry, the 
retail sector, academia and voluntary organisations - who had a particular interest in the 
sharing of personal information and the problems and opportunities that such sharing 
can entail. Delegates were encouraged to exchange views and debate with each other, 
focusing in particular on any problems that they perceived as existing in the current legal 
and cultural climate; and potential solutions to those problems. Below is a note 
summarising the major issues coming out of the series of workshops, which was 
prepared by the independent facilitator (Ian Gambles) who chaired each of the sessions, 
together with minutes compiled by the review’s secretariat of each of the individual 
workshops. There is also a minute provided by Intellect, who facilitated an additional 
workshop for their members. We are very grateful to Ian and to Intellect for the work they 
have done for us, and for allowing us to publish their thoughts here.  

Summary note - Ian Gambles, 21 April 2008 
This short paper is a personal view of the key themes to emerge from the seven 
workshops which I facilitated for the Review, and the more promising solutions 
advocated in them. It starts with a look at the philosophical background, then turns to the 
specific practical issues identified, and concludes with solutions. 
 

Philosophical background 
Data sharing generates emotional heat because it is so bound up with fundamental 
tensions in British political culture. The debate is indeed part of a struggle over the 
history and direction of politics. To a unique extent, there is in this country a permanent 
tension between a powerful libertarian instinct and a commitment to social cohesion and 
democracy. Not only is it not the place of a review of data sharing to try to resolve this 
tension, it would also be the wrong thing to do. However much the argument might make 
us squirm sometimes, it is a healthy state of affairs, and the tension must be allowed to 
continue indefinitely and form the background to political decision making. 
 
Loud voices in the workshops defended individuals’ rights against the state, and 
vigorously expressed a commonly held, and perhaps increasing, citizens’ distrust of 
government. Is my DNA not mine? Who is the state to take it and keep it without my 
consent merely because I was once at a police station? Most of us do have something to 
hide - not a crime, but nobody else’s business - so why should my every bus journey be 
tracked on a card, my data trawled through in the search for wrongdoers, my personal 
information passed from one agency of the state to another without my agreement? Is it 
any wonder people are distrustful of the data-rich state when they can turn on their TV 
and hear DVLA or TV Licensing telling them menacingly that “our computer knows 
where you live”? 
 
Equally loud voices in the workshops asserted the legitimate claims of society, the view 
that public servants trying their best to protect the public against crime, to provide better 
public services, to improve public health and develop new cures for disease, and to get 
better value for taxpayers’ money, are being hampered in all these endeavours by an 
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ambiguous legal framework and a zealous privacy lobby. Why should an individual be 
allowed to render aggregate medical data invalid for research purposes by withholding 
consent for use of “their” pseudonymised records? Why should a local authority not use its 
accurate data records from the electoral register to improve its management of access to 
social housing? Why should HMRC inspectors not report health and safety violations? 
 
I am convinced this is the dialectic in which the way forward must be situated. This is not 
about data as property - that is the wrong approach. It is about individual rights, and the 
limitations on them which can properly be set in the interests of society. 

Practical issues 
Many at the workshops on both sides of the argument stressed that, while the principles 
were important, the issues were not abstract but practical, and the review should set a 
practical direction. I was particularly struck by the repeated observation that many data 
controllers at a working level - in agencies, local authorities, health trusts - were “all at 
sea”, and were making decisions on the back of a limited understanding of a 
complicated law interpreted by a plethora of ambiguous guidance. No surprise then if 
social benefits and individual rights both suffer from erroneous judgements depending 
on whether the decision maker feels more anxious about pressure from other agencies 
for access to data or about the fiery breath of the Information Commissioner on their 
neck, or on whether Soham murders or HMRC disks are more prominent in the news. 
 
These are some of the most significant practical issues which were identified: 

 
• Lack of transparency. Individuals’ personal data is being used for purposes they have 

no idea about, “popping up in unexpected places”. While some linked this to the issue 
of trust, in my opinion that is a mistake. Transparency may or may not create trust; 
but it is surely a right. 

• Poverty of guidance. Much of the available guidance was said to be “useless”, 
evasive and risk-averse. Officials will always have to use their judgement in many 
cases, yet there is no generally accepted statement of the principles on which these 
judgements should be based, or any clear articulation of either the benefits or the 
harms from data sharing. 

• Legal ambiguity. While the DPA was generally felt to be fit for purpose, there were 
some areas where more clarity would help, notably the force of the second principle 
and the legal status of pseudonymised and anonymised data, particularly for medical 
practitioners.  

• Subject access. It is not easy enough for those who want to exercise their subject 
access rights to do so. The process is cumbersome and costly, there are better 
options available in the internet era, and organisations are not attaching sufficient 
priority, e.g. in systems design, to giving people access to their own data. 

• Inadequate sanctions. Penalties for breaking the law are too light, redress too difficult 
to obtain, the regulator’s powers too weak. On the other hand, others felt that sharing 
too much was sanctioned less severely than sharing too little, and there was little 
reward for getting it right. 

• New technological possibilities. Some pointed to new and emerging technologies, 
such as user-centric identity management, as offering tools to enhance individual 
control over personal data. There is a risk, however, that over-reliance on technology-
based self-protection could disadvantage the less technically sophisticated, including 
of course vulnerable people. 
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• Spurious consent. There was no agreement and little helpful thinking on the practical 
scope for extending the criterion of consent. All agreed, however, that it was wrong 
for the individual to be taken to have given their consent when faced with a barrage of 
small print to which s/he had to agree in order to access everyday services. 

• Data accuracy. It is too hard both for individuals and for public authorities to correct 
inaccurate data (or delete expired or redundant data). Data sharing restrictions 
prevent authorities using their better data sources to correct others, while unco-
operative authorities offer scant provision for individuals to do it. 

• Data export. Export of personal data to countries with less adequate data protection 
regimes needs to be more tightly controlled in the era of overseas data centres and 
the World Wide Web. 

• Data security. Government’s recent record on data security, and its work on 
information assurance, is not delivering public confidence in safe data sharing. 

Possible solutions 
The range of solutions offered by participants at the workshops did not exactly dovetail 
with the problems they identified, and the report will need to be more thorough and 
precise. The necessary corrective action for some of the above issues is fairly obvious 
and is not spelled out here. Many of the suggestions which were made seemed sensible 
and proportionate and may offer the basis for a reasonable package of improvements. 
These struck me as the more important elements to consider: 
 
• Statements of justification. Organisations should be obliged to state publicly in a Code 

of Practice the uses to which data they collected was put, including any data sharing, 
to justify that use in terms of the public interest, and to be able to demonstrate that 
they actually did use/share data in that way. 

• Highway Code for data protection. The regulator should publish a plain English guide 
to the principles and practice of data protection and data sharing, with a view to it 
becoming authoritative and widely used by data controllers to inform their decisions. 

• Privacy Impact Assessments. PIAs should be required in government at policy stage, 
and perhaps carried out by independent practitioners. (My experience of Diversity 
Impact Assessments suggests this would certainly raise the profile of the issue, at the 
cost of much added bureaucracy and tick-box compliance, and to the profit of niche 
contractors). 

• Parliamentary oversight. Parliament should take a stronger hand, perhaps by 
legislating a statutory framework, based on a typology of sensitivity, for permitting or 
forbidding data sharing in defined situations (and perhaps in defined functional 
zones), or perhaps by approving Codes of Practice. 

• Regulatory powers. The sanctions, investigative powers and resources of the 
Information Commissioner should be increased. (Analogies were often drawn with the 
Health and Safety Commission, although personally I do not think much of the 
comparison. In my view the ICO needs more resources to do more audit, enabling 
and advice, not more enforcement). 

• More training. The above measures could all be made much more effective by 
enhancing the provision of data protection training, and awareness raising, provided 
to public sector staff and available in the private sector. 

• Encourage online access. Organisations should be encouraged, and good practice 
guidelines developed, to offer opportunities where appropriate for individuals to 
exercise their subject access rights online and without charge, and to correct their 
own personal data  
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• More proportionate intrusion. Government should recognise people’s legitimate 
discomfort with public authorities’ intrusive use of personal data, start making sensible 
compromise decisions and drop the evangelical tone in selling the benefits of data 
sharing. 

• Greater range of civil penalties. US-style provisions for mandatory notification and 
rectification of data protection breaches could be introduced, along with provision for 
a small statutory compensation payment to all individuals affected. 

Workshop 1 - 29 February 2008 
Attendees 
 
Belinda Crowe, Head of Information Rights Division, Ministry of Justice 
Caspar Bowden, Chief Privacy Officer, Microsoft 
Graham Sutton, Constitution Unit, University College London 
Jane O'Brien, Head of Standards and Ethics, General Medical Council 
Lynn Evans, Information Compliance Officer, Manchester City Council 
Professor Charles Oppenheim, Department of Information Science, Loughborough 
University 
Stewart Dresner, Chief Executive, Privacy Laws and Business  
Stuart Lynch, Consultant, Privacy Laws and Business 
Superintendent Patricia Ogden, IMPACT Programme Manager, Hampshire Police 
Trevor Bedeman, Managing Consultant, Financial Information Markets 
 
Introductions
 
1. It was explained at the outset of the meeting that the discussion would form part of a 

series of workshop sessions designed to feed into the evidence being gathered by the 
Data Sharing Review. The objective of the workshop was said to be to give those 
present an opportunity to set out and discuss views and ideas on the use and sharing of 
personal information, including the context and method; the benefits and risks for society 
and the individual; and possible changes to current law and policy. In terms of structure, 
it was proposed that the first hour of discussion should focus on ‘the problem’ (i.e. is 
there anything within the current framework of law/policy/practice that causes concern, 
and if so, what is it?); while the second hour of discussion should focus on ‘the solutions’ 
(i.e. how can we remedy anything that is thought to be a problem?). 

 
‘The Problem’  
 
2. Discussion moved to identifying issues thought to require attention: 
 

• it is often said that society needs to ‘balance’ (a) the benefits that can accrue by 
sharing personal information against (b) the need to protect individuals’ rights to 
privacy - in the context of the legal framework to some extent imposed upon us 
(with reference in particular to the Human Rights jurisprudence from Strasbourg 
and to Community law from Brussels), how much licence do we in the United 
Kingdom have to make that balance and (assuming there is some licence) where 
should that balance lie?; 
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• assuming that data sharing is a positive thing, how can we help to increase public 
confidence (and therefore trust) in order to allow the anticipated benefits to 
accrue - particularly in a context where Government seems continually to be 
pushing the boundaries of the types/quantities of data it wants/needs to control, 
without necessarily establishing a solid competence track record with the data it 
already controls?; 

 
• to what extent are ‘transparency’, ‘control’ and/or ‘consent’ important, and in 

particular are they of themselves (individually or collectively) any or any sufficient 
safeguard/public protection, or do we need other regulatory devices, for example 
like those currently found in the ‘Health and Safety’ field?; 

 
• the “philosophical” debate about the perceived increase in what can 

generically/colloquially be described as a ‘surveillance culture’, including the 
issues at the heart of the topical European Court of Human Rights case on DNA 
record retention by the police (Marper -v- United Kingdom1); 

 
• what are the benefits/otherwise of anonymous or pseudonymous data sharing, 

and if there are benefits, how can we make sure they are achieved?; and 
 

• are the issues different when the sharing of personal data is designed to achieve 
public protection, as opposed to being designed to help facilitate improvements 
to services received by individuals or groups of individuals - or, framed a different 
way, is there an important distinction to be drawn between situations where data 
is shared for the benefit of specific/defined individuals (e.g. to improve a service 
provided to the data subject) and situations where data is shared with a result 
that is contrary to the interests of the particular individual (e.g. when data sharing 
during a criminal investigation leads to the arrest and conviction of the data 
subject)? 

 
3. Having briefly discussed that broad range of issues, discussion then focused on the 

issues felt to be most important. 
 
Pseudonymised Data 
 
4. Attention was drawn to Recital 26 of the European Directive on the protection of 

individuals with regard to the processing of personal data (Directive 95/46/EC), which 
provides that whereas any personal data that is anonymised shall not fall within the 
scope of protections afforded by the Directive, any other personal data shall do. So, 
under the Directive, if there is any information concerning an identified or identifiable 
individual (that is to say identified or identifiable by the data controller “or by any 
other person”), then that information will be covered by the principles of protection 
therein set out. It was suggested that the status of ‘pseudonymised’ data was 

                                                           
1 S. and Michael Marper -v- United Kingdom, European Court of Human Rights, Application Numbers 
30562/04 and 30566/04 
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relevant, particularly in the context of dynamic IP addresses - codes that identify 
accounts accessing the internet (so normally either individuals or small groups of 
individuals, like families) and which e.g. enable records to be kept about which e-
accounts have logged on to what internet sites and/or purchased services/products. 
The suggestion was that although under the European Directive, the link between 
personal identities and dynamic IP address identifiers (known only by the relevant 
Internet Service Provider and not known e.g. to individual website/service providers) 
was sufficient to establish information as personal data, under the UK’s Data 
Protection Act regime things were less clear. The retention of dynamic IP addresses 
had significant privacy implications. This seemingly less stringent approach under 
UK legislation could spell trouble at some future point. However, it was also 
suggested that, at least insofar as the genetic/medical research community was 
concerned, the UK did in practice adopt the more stringent approach of the EC 
Directive when determining what constituted anonymised data and what did not.  

 
5. In terms of ‘problems’ caused in this area, it was suggested that e-profiling by e.g. 

marketing companies could lead to situations where (based on particular individuals’ 
web browsing habits or otherwise) adverts offering services/products could be sent 
direct to individuals with different terms and conditions deemed to apply. So some 
people could be offered a service at a higher price because they were perceived as 
easy targets. This process, which would necessarily have to be secretive and kept 
from the individuals concerned, would very much go against the spirit of 
transparency, where all individuals are supposed to be able to access any 
information held on them and see in what way(s) it is being used.  

 
6. There followed a brief discussion on the extent to which e-profiling in this vein could be 

used, although there was no clear consensus of opinion. Discussion touched on 
whether e.g. law enforcement agencies should be able to use intelligence from 
dynamic IP addresses to investigate people accessing illegal material on the internet 
(the example used in discussion was child pornography). It was said that if an 
individual uses a credit card to purchase access to illegal material over the internet, the 
credit card company would have a legal obligation to disclose that information to the 
relevant authorities. But should data be made available to the authorities even where 
there is no monetary transaction and so no credit card records exist? There was no 
substantive answer provided by those present to the hypothetical questions posed. 

 
Public Protection 
 
7. There seemed to be a clear consensus around the proposition that sharing data with 

the objective of protecting the public was distinct from sharing data in order to target 
improvements to an individual’s service. The following points were made during 
discussion: 

 
• several attendees suggested that CCTV gave rise to valuable opportunities to help 

detect/prevent crime, particularly terror-related and child protection activities, although 
some suggested that the public would be likely to agree with police access to CCTV 
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information to e.g. check whether someone is evading car/road tax and/or driving 
without insurance; 

 
• there was thought to be an important distinction between, on the one hand, affording 

the police access to data captured by CCTV networks in case-by-case situations and, 
on the other hand, allowing the police open access to trawl the information, ‘fishing’ 
for potential criminal activity of whatever scale/severity - with the former generally 
accepted as ‘right’ and the latter generally thought to be ‘wrong’ (in the main because 
of the principle of presumed innocence); 

 
• the police were said to be developing transparent guidance and codes of practice so 

that people could see the limits imposed on individual officers/employees but there 
was no agreement amongst all attendees that this afforded any or any sufficient 
protection for the public against potential abuses; 

 
• concern was expressed about “function creep” whereby new technologies are 

developed on the explicit basis that privacy will be respected but subsequently, once 
authorities realise the full potential of these technologies, privacy safeguards seem 
gradually to be eroded - the examples of London’s Congestion Charge cameras and 
the NHS’ Summary Care Records initiative were cited in support, where in each case 
clear undertakings seemed to have been provided at the outset on e.g. the limits on 
data retention but where subsequently developed practice appeared to be in breach 
of those undertakings (or at least the spirit of those undertakings). In the case of the 
Summary Care Records, clear opt-outs are available. However, this is not the case in 
relation to secondary usage of health data - to which it was suggested the Police 
could gain access; and 

 
• the importance of non-electronic records/data was highlighted, particularly as in public 

sector organisations there is often a lot of personal information stored in hard copy filing 
systems - and in this context the danger of making the debate too technical was also 
outlined, with the suggestion that if e-specialists hijack the debate, the basic principles 
that ordinary people can understand about the rights and wrongs of processing 
personal information could get lost, to the great disbenefit of society more generally. 

 
Consent 

 
8. In a world of fast-paced technological change, where the so-called ‘Moore’s Law’ 

(roughly to be translated as meaning that every two-year period will see a doubling of 
the number of transistors on computer chips, thereby increasing the power of 
computers to process information by that same factor of two) is continuing as 
predicted, and where the universal currency of the credit card facilitates global on-line 
transaction completion seemingly with ease, the issue of individual data subjects 
giving consent ahead of their data being processed was agreed as being ripe for 
review. 
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9. It was suggested by a number of those present that what used to be understood as 
‘consent’ might better be styled in the modern world as ‘notification’: individual data 
subjects should be told exactly which data of theirs are held and there should be 
transparency around why those data are held, and for how long they are expected to 
be retained. There could (and should) then be appropriate mechanisms for data 
correction or challenge by the data subject, if/as necessary. But most present agreed 
that it would be impractical to insist upon true ‘consent’ before data collection and 
retention begins, particularly in the context of some of the larger data handling 
operations under way in the modern world.  

 
10. One specific example discussed was that of financial transaction data in the 

European Union. A hypothetic scenario was suggested in which A (located in 
England) transacts with B (in Germany) under a standard consumer contract. A pays 
B with a credit card via B’s website. So far, so good in terms of an intra-EU 
transaction that will be governed by the protections set out in the Directive. But 
assume that the credit card is provided by a company (C) based in the United States 
of America. The transaction between A and B would be processed via C’s electronic 
payment hub in the States. As the details of the transaction pass through the territory 
of the States, the US Government could access the records freely under powers 
vested in it by e.g. the USA PATRIOT Act 2001. Data processing beyond that point 
in the USA would then not be protected under the terms of the Directive and/or 
English/German national law. Because the very essence of what the US Government 
and/or its agencies would be doing would likely be covert, there was likely to be very 
little if any accountability in the system - and that was felt by at least some of those 
present to be dangerous.  

 
11. Several of those present agreed that ‘trust’ was an essential element here: many 

citizens might feel cynical about ticking a box to ‘opt-out’ of a data sharing scheme 
because of past experience where they have asked to opt-out but then still received 
unwanted mail from related marketing companies. So many present said that 
effectively policing whatever regime is in place is imperative.  

 
12. In the context of e-data processing, there was a suggestion that the data 

protection/management’s regime could more usefully focus on the user as a way of 
engaging that user and gaining their trust. For example, if data subjects are 
continually completing transactions on-line and conducting all sorts of other business 
electronically, why does the data protection regime prevent them from seeking to 
make their Subject Access Request (SAR) on-line? It was noted that, in the UK at 
present, a SAR tends to take around a month to be answered, it costs the applicant 
£10 for the privilege and the process can be very labour intensive for the data 
controller. But technology exists (or if it doesn’t, it soon could) to search for relevant 
information almost at the drop of a hat. So the question was posed: why cannot 
automated systems be tasked with trawling for and providing the information 
requested via a SAR? 
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‘The Solution’ 
 
13. There was a suggestion (although not one that was universally accepted) that 

transparency was the critical issue, particularly in terms of data sharing where the 
object is public protection. As an example, those present discussed a police initiative 
concerning data sharing between local forces, which is organised under the auspices 
of the IMPACT programme. IMPACT is designed to improve the ability of the police 
service to manage and share information to prevent and detect crime and provide 
safer communities. It was explained that, currently, information held in one force's 
local system is not available to officers in other areas. By giving forces the ability to 
find and access operational information across England and Wales, the IMPACT 
Programme is attempting to transform policing in the UK. The key elements of the 
IMPACT programme are: Management of Police Information (MoPI), aimed at 
helping forces to meet common standards for police information management 
through a statutory code of practice and associated guidance; IMPACT Nominal 
Index (INI), enabling forces to establish whether any other force holds information on 
a person of interest; and the Police National Database (PND), which is being 
designed to provide a single access point for searching across all of the forces' main 
operational information systems. The potentially massive databases, accessible in 
theory by many thousands of police force employees up and down the country, will 
clearly be a major step beyond what the status quo allows and, as such, it was 
explained that issues on the implementation of the programme were out to 
consultation. It was explained that the police hope that transparency will be key to 
ensuring public trust although it was commented on that the consultation did not 
seem to have developed any significant public profile and so it amounted in effect to 
an internal police discussion which was perhaps unlikely to engender great 
transparency or trust. 

 
14. Discussion also covered the applicability of the second Data Protection Principle 

(see Data Protection Act 1998, Schedule 1, Part I, paragraph 2) and whether it was 
understood sufficiently well what the term ‘compatible’ meant in that statutory context 
(in particular because there had been little if any authoritative jurisprudence on the 
subject since the ’98 Act become law); and about the proposal for ‘positive 
justification’ (i.e. an obligation, in addition to the protections currently afforded by the 
data protection regime, on data controllers to support any proposal to share data with 
a third party on some positive basis, whether by reference to the public interest or 
otherwise).  

 
15. All present seemed to agree that the statutory regime had to remain technologically 

neutral, insofar as the law could not be used to mandate specific technological 
solutions when technology could change so much faster than the law. Some of those 
present reiterated the call not to focus exclusively on e-solutions, arguing that to do 
so may be to disenfranchise a significant section of the population from the 
protections and rights afforded by the law. And where it was necessary to focus on e-
systems, it was suggested that it had to be remembered that a large number of 
legacy systems currently existed, for example, throughout the public sector. If 
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technological change were required, it would take some time to come about, as 
reform like that costs time and money. 

 
16. The discussion session closed when each participant was given the opportunity to 

mention one specific change that they would like the Review to consider as a 
recommendation when it (the Review) comes to report. The following suggestions 
were made: 

 
• two of those present called for the ‘positive justification’ model to be introduced to 

the statutory framework, obliging those intending to share personal information to 
put forward a case as to why that sharing would be beneficial; 

 
• one attendee urged the Review to recommend giving clarity to the ‘second 

principle’ and in particular to the doctrine of ‘compatibility’; 
 
• one attendee urged for more public debates prior to new data sharing schemes 

being set up; 
 
• one attendee urged the Review to recommend that there be more clarity and 

guidance specifically on data sharing, including when sharing would (as opposed 
to would not) be allowed and simplifying the legal authorisation for sharing 
information; 

 
• one attendee said that the idea that transparency in and of itself would be sufficient 

to engender trust was a nonsense and that what was required was real 
empowerment for individuals so that they could protect themselves under the 
law; 

 
• one attendee said that there should certainly not be any restriction of the types of 

information that can currently be shared and that published protocols and codes 
of practice would help to increase transparency and therefore public trust; 

 
• one attendee suggested that the powers of the Information Commissioner’s Office 

and of the courts should be increased and that there should be a new Central 
Register of all data controllers showing each of their data sharing partners; and 

 
• one attendee suggested that the statutory powers to force compliance with the 

data management regime should be increased in line e.g. with the Health and 
Safety Executive (“it’s only when threatened with prison that people start to take 
notice”), and suggested that cross-Government IT policy should be sorted out so 
as to avoid fragmented contract providers all servicing widely divergent systems 
that will never properly integrate with partner agencies should they want to share 
data efficiently in the future. 
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Workshop 2 - 6 March 2008 
 
Attendees 
 
Dr Adam Warren, Loughborough University 
Dr John Parkinson, Medicines and Healthcare Regulatory Agency  
Gareth Crossman, Liberty 
John Turner, Association of Electoral Administration 
Malkiat Thiarai, Birmingham City Council 
Phil Walker, Department of Health 
Professor Charles Raab (ret’d), University of Edinburgh  
Richard Jeavons, Department of Health 
 
Introductions
 
1. It was explained at the outset of the meeting that the discussion would form part of a 

series of workshop sessions designed to feed into the evidence being gathered by 
the Data Sharing Review. The objective of the workshop was said to be to give those 
present an opportunity to set out and discuss views and ideas on the use and 
sharing of personal information, including the context and method; the benefits and 
risks for society and the individual; and possible changes to current law and policy.  

 
2. In terms of structure, it was proposed that the first hour of discussion should focus on 

diagnosis of ‘the problem’ (i.e. is there anything within the current framework of 
law/policy/practice that causes concern, and if so, what is it?); while the second hour 
of discussion should focus on ‘the solutions’ (i.e. how can we remedy anything that is 
thought to be a problem?). 

 
‘The Problem’  
 
3. There were obviously a number of benefits, opportunities and risks associated with 

data sharing, but what were the current problems or issues that needed to be 
addressed? Did the current regime need to change, and were there currently any 
areas of imbalance between realising the benefits achievable through data sharing 
and the need to sufficiently safeguard against any associated risks? To inform the 
group’s discussion of these issues, concerns raised at the previous meeting were 
shared with the group. 

 
The legislative framework 
 
4. It was argued that, ten years on from its introduction, the Data Protection Act (DPA) may 

no longer be fit for purpose. The capacity for storing and sharing data had dramatically 
increased due to technological developments, an increase matched only by the 
Government’s desire for greater data sharing to fight crime, prevent terrorism and deliver 
services, and as such the DPA would need to be reviewed in this modern context. 
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5. Judging whether to share or not to share personal data was highlighted as a difficult 

decision to make, something not helped by the ambiguity of the DPA. This caused 
great anxiety within organisations that shared data. This ambiguity was further 
compounded by the complex framework of data sharing legislation such as statutory 
gateways and restrictions, and the laws of confidentiality. 

 
6. The idea was raised of having a ‘free for all’ approach to data sharing, where 

everyone had the power to share data with anyone they chose too, with clear 
accountability, transparency and recourse. However most thought there was little 
appetite for this and that there was a tension between regulation and getting the job 
done. 

 
Guidance 
 
7. Part of the problem lay in the concept of ‘balance’ - this could only be determined by 

looking at the nature of the data and the context of the data sharing. As such, in the 
public sector, guidance produced from the centre had been less helpful than 
guidance which focused on the point at which the subject met the data controller 
(front line services) and cross-service sharing. Guidance tended to be risk-averse, 
covering when not to share data rather when to do so. 

 
8.  Front-line staff would rather be blamed for sharing too much data and receive a 

minimal penalty from the ICO (‘a slap on the wrist’) than risk serious consequences 
resulting from not enough data being shared.  

 
Powers of the regulator 
 
9. There was general recognition that the ICO required greater powers and more 

funding, akin to other regulators. In particular, the ICO’s seeming inability to influence 
major public sector data sharing initiatives, such as the eBorders Act, was 
highlighted as a problem. Government could create powers that allowed it to share 
any data with anyone for any purpose, which then made any sense of proportionality 
difficult to enforce. Creating these types of powers risked a loss in trust in the 
Government to use people’s personal information fairly and proportionally, and the 
ICO’s ability to regulate data sharing in the UK. 
 

Public perceptions 
 
10. Generally, less guidance from the centre may be a good thing as ‘Government’ was 

less trusted by people than locally-provided services. In healthcare, there had tended 
to be efforts made to avoid the appearance of a direct link with central Government. 
The health sector already had an ethos in place built around confidentiality that didn’t 
require legislation, and was not affected by changes in technology. 
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11. Trust, or an individual’s willingness for their information to be used or shared, was 
also inherently linked to the benefits received from sharing personal details. For 
example, people would be happy to fill in a form when buying a mobile phone and 
contract. The use of the electoral register for purposes other than voting was a case 
in point. People associated registering on the Electoral Roll with receiving the 
‘benefit’ of being able to vote, and felt uneasy when their information was used for 
purposes that did not lead to any clear benefits for them or that were completely 
unconnected to the primary need for collection. Unless the benefits are clearly tied to 
the use of data a crossroad is reached that may be difficult to overcome. 

 
12. Local authorities had problems balancing the need for transformational/joined-up 

government with data protection, as often data may be shared simply to ensure 
records are accurate, rather than for a clear, direct benefit for individuals. In this 
respect, access to the electoral register and council tax data is important to ensure 
data quality. However, consensus was not reached on this issue with some 
attendees expressing the view that information collected under a statutory power 
should not be used for any unconnected purpose. 

 
13. The terminology used in data sharing, such as anonymisation and 

pseudonymisation, could also be problematic as people did not know what they 
meant, and so explaining what the risks or benefits of any sharing of data was 
difficult. 

 
14. Advancements in technology had also raised anxieties amongst the public. People 

were more aware of the public and private sectors increased capabilities to use, 
share and manipulate data. However, policy makers had not kept up to speed with 
this growing awareness and so did not properly think about how to address peoples 
concerns and make new uses of data more transparent and linked to clear benefits. 

 
Privacy Enhancing Techniques 
 
15. Patients were often surprised that data isn’t being shared and used more already in 

the health sector. Again, context was important, particularly as there was a greater 
capacity for linking and anonymising/pseudonmising data. For example, sharing data 
was generally approved when it was on medical safety grounds, but less favoured 
when used for pharmaceutical pricing, whether anonymised or not.  

 
16. Privacy enhancing techniques may not always be the answer. The reality is that if some 

temporal data were known, even if anonymised, this could be matched with other data to 
identify people, without even having to link very complex datasets together. It may 
therefore be incorrect to tell people they cannot be identified when they actually could 
be. The DPA would not stop this and data handlers had to adopt the highest levels of 
probity and standards, with severe sanctions if any rules were broken. 
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Data Profiling 
 
17. Sharing data for profiling purposes had become more of an issue. Profiling could 

mean simply data matching, but could also mean much more than that and 
proportionality was often viewed as an afterthought. As data sets grew larger, more 
of this profiling would have to move to automated processes and it was questionable 
whether the current ideas of proportionality and the 2nd Data Protection Principle 
would be suitable to be able to manage this? 

 
18. Profiling of some description occurred now, for example in local authorities who want 

to establish who uses services. However, the connotations associated with profiling 
that had come about through concerns over the development of a surveillance 
society had made this type of work difficult. This was an example of where national 
data sharing initiatives such as ID cards or data sharing to tackle crime and terrorism 
had a detrimental impact at the local level and could stop real benefits being 
realised. 

 
Consent 
 
19. There was a discussion on the importance of ‘consent’, with some attendees 

agreeing with the view that consent was “important, but not all important”. One 
attendee suggested that the concept of consent was “cheapened” in situations where 
it was sought from the data subject but, irrespective of the data subject’s response, 
the data could and in all likelihood would, be shared on other grounds in any event. 
Some attendees agreed that the giving of consent was now in many ways seen as 
being “part of the deal”: individuals receive the benefit of certain public (and other) 
services and, in return, they are required to give permission for their personal data to 
be shared. 

 
20. The issue of consent was often put in the ‘too hard’ category. This may have been 

due to misunderstandings of terminology (‘informed’, ‘explicit’ etc), the need to make 
a decision in a high pressure environment (such as dealing with a seriously ill child), 
and that consent may not go far enough to meet requirements. Consent could be 
problematic, and people were generally only concerned about having their consent 
sought in certain circumstances and only cared about what happens to their data 
when they needed to. Pushing consent onto people who have no real interest may 
therefore be difficult. 

 
21. Society increasingly appeared to be moving towards using more opt outs. This would 

make the delivery of efficient public services difficult to achieve, and determining the 
context of when to use consent and when it would not be appropriate was important. 
Part of the problem was that people were not sure what opting in or out of something 
really meant, as seen with the electoral register which can be unclear about what the 
edited register is and who it was used by. Opt outs of the electoral register had 
increased slightly over the years, but this lack of awareness of the implications of 
being on the edited register remained. There was marked increase in opt outs when 
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Watchdog ran a story on the edited register and what it was used for, highlighting the 
issue that opt in and opt outs weren’t properly understood, or properly explained, but 
when they were the results might be very different. Organisations should never take 
peoples trust or understanding of consent for granted. Instead there should be better 
and clearer duties of responsibility placed on data controllers. 

 
22. Among the group there seemed a broad consensus that there was little appetite for 

“radical reform” of the consent rules, e.g. either abandoning the concept of sharing 
by consent in its entirety (and so sharing on other grounds instead) or moving the 
opposite end of the spectrum and mandating ‘informed consent’ in all but exceptional 
instances of personal data sharing. 

 
Cultural and institutional 
 
23. In the public sector, there appeared to be tension between different departments 

mindsets on data sharing, for example, the Department for Health and Home Office 
effectively sit at different ends of the spectrum (Health being overly restrictive, while 
the Home Office and law enforcement agencies were too eager to use and share 
data). As such there appeared to be no common Government approach to data 
sharing and a lack of a cross-departmental perspective, something that could be 
rectified through the creation of a Parliamentary select committee overseeing 
government data sharing activities to ensure a joined-up governmental approach.  

 
24. Many of the problems within Government in this area had been around for years, 

which suggested there may not be a simple, one-size-fits-all, solution, but there did 
need to be real drive in this area from the Permanent Secretary level that dealt with 
on the ground situations and problems. 

 
25. The Bichard Enquiry highlighted the tendency of public sector bodies to lack an 

institutional memory when it came to procedures, guidance and rules, which could in 
part be explained by high staff turnover. The basic principles of data protection and 
data sharing need to be instilled into the culture of an organisation to prevent this. 
The private sector seemed better at achieving this as there would be risk to a 
company’s reputation if they got data protection wrong - something which may be 
lacking in the public sector. 

 
26. There was a tendency in many sectors, private and public, to see data sharing as 

being a contest between privacy and benefits. This was a cultural problem and there 
needed to be a shift in values that saw the protection of privacy as also being 
beneficial, not just to the individual but also to society in preventing discrimination 
and retaining or gaining trust. 

 
27. One difference between the public and private sectors that impacted on culture was 

responsibility and reputation. BUPA, for the example, would not want to become the 
‘next HMRC’ as this would cause significant damage to their reputation, and 
undoubtedly heads would roll. This created a culture where properly protecting data 
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was a major priority, and one that the Government could learn from. Possibly 
Permanent Secretaries should be responsible for data protection, and face the sack 
if major breaches occurred. Government should be more concerned about damaging 
their public reputation as competent keepers of data to ensure the willing co-
operation of people to provide personal information. 

 
‘The Solution’ 
 
28. Much could be achieved via pseudonymised data sharing to help protect privacy. 

Many objectives of an organisation could be achieved using this type of data, with 
individuals only being identified where absolutely necessary. However, 
pseudonymisation required accurate, high-quality data, which could not always be 
guaranteed. Best practice and guidance was required for these types of techniques. 

 
29. Guidance was helpful, but was often ignored. Most present felt that a move towards 

a risk management approach was required, where guidance was given on how 
decisions should be reached, backed up with incentives for getting data protection 
and data sharing right, perhaps by relating it to career progression, or by having 
some kind of recognition or bonus scheme in place. 

 
30. To ingrain the principles of appropriate data into organisational culture (particularly in 

the public sector), regular training could be introduced, perhaps via yearly seminars 
or training courses, or on-line self assessment programmes. Many of the attendees 
highlighted the Health and Safety environment and culture as a model to try and 
emulate in data protection. 

 
31. There should be greater direction in the Government’s overall data sharing strategy 

that moved away from sector specific mindsets. A data sharing select committee 
might be one way of achieving this, as would the establishment of a data controller/ 
Caldicott Guardian role in Central Government.  

 
32. The discussion session closed when each participant was given the opportunity to 

mention one specific change that they would like the review to consider as a 
recommendation when it (the review) comes to report. The following suggestions 
were made: 

 
• Data sharing should be reigned in. Tightly arranged data sharing 

arrangements for the key partners involved in delivering a particular service 
should be created, and activities should not go beyond those arrangements. 

 
• Legislative changes for access to the electoral register and council tax data 

need to be completed to allow local government to have clear basis for 
accessing and sharing data to assure data quality. 

 
• Professional skills in making risk-based decisions about data sharing need to 

be cultivated. Privacy Impact Assessments could be part of that process, as 
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long as they did not become a box ticking exercise. The culture needs to 
change from blame to responsibility. 

 
• Clear, authoritative guidance, that does not institutionalise ambiguity, coupled 

with transparency and good practice. 
 

• Government and policy makers need to get the message across that the DPA 
and data sharing are not in themselves bad things. 

 
• Better data protection legislation is required that is suitable for the modern 

data sharing and technological context, backed up by a strengthened and 
properly resourced ICO. 

 
• There needs to be greater transparency and accountability. Statutory 

gateways need to be made tighter, where the scope of purpose is limited and 
where data sharing does not go beyond that agreed with Parliament. 

 

Workshop 3 - 13 March 2008 
 
Attendees 
 
Esther George, Crown Prosecution Service 
Jane O’Brien, General Medical Council 
Marc Taylor, Department of Health 
Peter Norris, Local Government Association 
 
Introduction 
 
1. The context of the review and the purpose of the workshops were explained to those 

attending. The workshop would focus on two areas; the problems, or rubbing points in 
the current data sharing regime, and the possible solutions to any problems identified. 

 
‘The Problem’ 
 
The Data Protection Act and confidentiality 
 
2. As a problem, one attendee said there was a lack of understanding of the Data 

Protection Act in the health sector which led to data being incorrectly shared or 
appropriate data sharing not taking place. This was compounded by the lack of 
clarity between the interaction common law and DPA - the DPA was seen as being 
more permissive about the secondary use of data than the common law which called 
for justification of use rather than a proportionality test. This confusion and lack of 
clarity made decision making difficult for doctors. 

 
3. Medical research was considered as a medical purpose under the DPA, but when 

people interact with the health sector they generally believe that their data will remain in 
confidence with the care team and will not necessarily be used for research purposes. 
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4. Another attendee agreed, stating that the duty of confidence applied universally, but 
doctors felt there was a specific duty of confidentiality that applies to them and which 
took precedent over the DPA. As such they can feel that data cannot be used when it 
actually could be. The problem was a lack of understanding about specific legislation 
that deals with context specific issues, and doctors thinking that the duty of 
confidentiality trumps all other law. This could lead to the prevention of any 
improvements to health care and in pharmaceuticals that could be achieved through 
research. If the health sector could not get access to information about the 
effectiveness or otherwise of drugs, they would instead have to rely on information 
obtained from pharmaceutical companies. 

 
5. Two further problems with confidentiality identified were that the ‘public interest’ 

aspect of confidentiality could vary widely and it was difficult for people to assess 
what was in the public interest, while it was also difficult to assess what people’s 
expectation of confidentiality was when they provided information. Again this could 
widely vary - some for people, for example, would assume that their data was not 
going to be shared with anyone other that their doctor. 

 
 A culture of fear 
 
6. In local government, one member of the group suggested that there had been a 

growth in expectation that agencies would work closer together and the so the 
sharing of data had to be greater and more effective. However, there was a lack of 
confidence in local government about what could be shared under the Data 
Protection Act. This was also partly due to a lack of clear authority to share data and 
a fear that contravention of the DPA could lead to punishment. This view was wrong, 
as in actual fact there had been very few data protection-related sanctions meted out 
against local government, but it was a commonly held view and led to an overly-
cautious approach to sharing data. 

 
7. Front-line practitioners were worried about contravening the Act; by adverse reports 

in the media about data losses etc; and about losing control of the data they held. 
This was inhibiting the development and provision of public services. 

 
8. This fear also existed in the health sector, according to one attendee, and was 

coupled with a culture of inertia, where it was viewed as being easier to not have to 
assess whether data could be shared or not. They felt that this may have be a result 
of the Hippocratic Oath, which had caused a culture of ‘not sharing must be right’ to 
develop. Statutory duties to share may override some of this fear and inertia, but 
legislation was often not the way as it could add to the confusion and was not an 
appropriate route to follow where the data could already be lawfully shared and 
where better guidance and training was a better solution. 

 
‘The Solution’ 
 
9. One attendee felt that there needed to be a much clearer distinction between the 

issues surrounding data sharing and data use for public protection with using data for 
public service provision.  

 
10. Another attendee suggested that a National Information Governance Board be 

established that would approve Codes of Practice for specific data sharing initiatives. 
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However, questions were raised about how such a Board would tie into the work of 
the Information Commissioner’s Office. 

 
11. What was clear, according to one attendee, was that better, more authoritative 

guidance was required. The perception is that at present there was a mess of 
guidance on data sharing, and practitioners did not know which piece of guidance 
was the one they should be following. Generally, guidance focused on data 
protection, and stopping data being lost or misused, rather than what could be done 
under the DPA. People needed guidance on what could be shared for the provision 
of public provision without unacceptable intrusions of privacy occurring. 

 
12. One attendee suggested that there was a case for raising technical expertise, 

particularly on the use of Privacy Enhancing Techniques, within organisations that 
used data. Another member of the group agreed, suggesting that trusted areas (or 
‘safe havens’) should be established which employed vetted and trained staff who 
could when it was permissible to share data and how to share that information, e.g. 
anonymised, pseudonymised, under strict safeguards etc., and that the Office for 
National Statistics’ ‘virtual microlabs’ could be the prototype for this type of centre. 
However, it was noted that the quality and type of PETs available varied greatly. 
Having a central point of expertise for the use of PETs could help but it would need 
to avoid becoming a regulation function. 

 
13.  Many of those attending the workshop called for greater clarity of what we meant by 

‘sharing’, with some calling for some kind of taxonomy of data sharing. The term 
needed to be ‘unpacked’, and explained in a plain-English fashion. One attendee 
suggested that a clear, concise statement or principles of what could be done under 
the terms of the Data Protection Act needed to be produced, specifically to further 
the provision of public services and with the focus on what you could do, not what 
you can’t. 

Workshop 4 - 20 March 2008 
 
Attendees 
 
Anna Fielder, National Consumer Council 
Bernard Baker, Intellect 
David Townend, The University of Maastricht 
Harry Cayton, National Information Governance Board for Health and Social Care 
Mark Turnbull, Leeds City Council 
Professor Dame Joan Higgins, Patient Information Advisory Group 
Professor Martyn Thomas, Institution of Engineering and Technology 
Rob Carmichael, Intellect 
Steve Pennant, London Connect Limited 
Sureyya Cansoy, Intellect 
 
Introductions
 
1. It was explained at the outset of the meeting that the discussion would form part of a 

series of workshop sessions designed to feed into the evidence being gathered by 
the Data Sharing Review. The objective of the workshop was said to be to give those 
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present an opportunity to set out and discuss views and ideas on the use and 
sharing of personal information, including the context and method; the benefits and 
risks for society and the individual; and possible changes to current law and policy. In 
terms of structure, it was proposed that the first hour of discussion should focus on 
‘the problem’ (i.e. is there anything within the current framework of law/policy/practice 
that causes concern, and if so, what is it?); while the second hour of discussion 
should focus on ‘the solutions’ (i.e. how can we remedy anything that is thought to be 
a problem?). 

 
2. At the beginning of the discussion, two very broad points were made about data 

handling generally: 
 

i. It is important to strike a clear balance between rights and responsibilities. In this 
regard, and focusing on responsibilities, you can draw an analogy between the 
Health and Safety sphere and the information sphere - whereas in the former, 
individuals/organisations are robustly held accountable where they negligently 
cause damage/injury to people, in the latter that is not always the case. It was 
suggested that individuals could and should rightly be held accountable where 
they cause loss or damage in an information context because, first, they are in a 
position to remedy the problem; and, second, they are morally responsible for 
having caused the loss in the first place. However the Health and Safety analogy 
was not quite as easy at it seemed - when handling information you are 
necessarily faced with subjective judgment calls and it is difficult to produce 
systems with failsafe mechanisms if you are reliant on human beings making 
decisions. It was added that an illustration of the value we place on personal data 
is found in the need to prove financial loss in order to be able to claim 
compensation for data breach - surely if privacy is worth something, 
compensation should be paid for a breach of privacy per se. 

 
ii. There are certain questions which are important to ask as a first step when you 

consider issues around data handling/sharing/security. Importantly, one should 
look at the particular context of the data and ask what the data is, why it was 
gathered and how it was gathered. The answers to those questions will then 
determine the measures that are appropriate for the handling etc. A ‘one size fits 
all’ approach will not work. For example, in the healthcare sector, issues 
surrounding data are likely to be personally sensitive and so sharing data would 
have to be considered within that context. Other sectors will have different 
sensitivities and so judgement calls could be slanted in different ways. One 
attendee strongly supported this view, citing the National Consumer Council 
report, Consumer Futures, which found a growing divide between well-educated 
customers, who are comfortable e.g. using the internet for transactions and who 
understand about hidden costs such as bank charges; and poorer families, who 
find it impossible to work their way through glitches with bills and labyrinthine 
telephone complaints lines. Different people would have different information 
needs and so context was all-important. 
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‘The Problem’  
 
3. Subsequent discussion fell under particular themes. 
 
Balancing ‘benefits’ and ‘harms’ 
 
4. One attendee was keen to see the possible risks and harms associated with data 

sharing articulated more clearly. They suggested that forms of harm that could be 
suffered as a result of personal data sharing included data loss leading to ID theft 
and fraud (so financial loss and/or inconvenience to the victim). But they suggested 
that the key harm was discrimination - personal information being mishandled so that 
it falls into the hands of an unauthorised/inappropriate third party who then uses the 
information to discriminate against the data subject. It was suggested that, 
particularly where a data subject is unaware of what their personal information is 
being used for/how it is being used, discrimination could easily lead to social 
exclusion. 

 
5. On the treatment of individuals by organisations, one member of the group 

suggested that discrimination based on an interpretation of personal information was 
often commonplace. They cited as an example the practice of High Street banks to 
‘profile’ their customers - banks would routinely treat the student differently to the 
‘City’ professional. In the public sector, another attendee suggested that the free 
school meals scheme was an example of where individuals were distinguished by 
raw personal data and then treated differently as a result (broadly, discrimination). 

 
Privacy and the ‘Facebook generation’ 
 
6. It was noted that it was often assumed that people who had done nothing wrong 

should have no legitimate reason to hide information and so privacy should not be 
accorded any particular importance over and above other rights. But one person felt 
such assumptions were plainly wrong - for example cases involving the location of 
adopted children necessarily demand that personal details should not be widely 
available (if a natural parent tracked down the child, particularly where the child was 
young, very difficult emotional problems could result); and similarly cases involving 
the victims of domestic violence (where the victim and any children s/he may have 
will need to be kept safe from the perpetrator) illustrate a legitimate need to hide. 
There were many other examples too. However, the concept of privacy was being 
undermined by e.g. the social networking etc culture, where the younger generations 
are signing away rights without any real ‘informed’ consent/understanding. 

 
7. Another group member said that younger people were all too often posting details 

about their lives (including embarrassing photographs/stories), which could be 
accessed by such a huge pool of people, including (years down the line) their own 
children, grandchildren or employers. One attendee explained that information 
posted on social networking sites could be stored for years into the future, 
irrespective of whether you as an individual account user decide to delete your 
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account at some point - information will continue to be held and could be 
reused/processed in the future without your knowledge. This point was supported by 
another attendee who felt that although children and young people are posting ever 
more personal information on the internet, it is not true to say they are consenting (at 
least in any meaningful way) to website owners taking their personal data and then 
reusing them. They drew attention to another NCC Report, Fair Game, which 
focused on these issues. Another attendee said that the questionable consent issue 
went further than young people - whenever e.g. people buy new software 
applications they are required to ‘tick the box’ agreeing with the standard terms and 
conditions, which include data processing clauses, but this is not to say that those 
people read, understand or agree to the terms. 

 
8. One member felt that it is difficult to predict what the fallout from the ‘Facebook 

revolution’ will be. For example, in a generation’s time, it might be the case that 
people can only become successful celebrities if they have embarrassing 
photographs of their youth posted on the internet. 

 
Public sector culture 
 
9. One attendee said that the public sector, as a general rule, was not good managing 

personal information. They suggested that technical capability was often considered 
before looking at business benefits against the backdrop of a Privacy Impact 
Assessment. Another person said that trust in the Government/public sector’s ability to 
manage citizens’ personal information was low. While individuals might trust e.g. social 
networking/e-commerce websites with their personal data, examples of public sector 
incompetence (like the data discs lost by HM Revenue & Customs) or in transparent 
practices (like the Driver and Vehicle Licensing Agency (DVLA) selling people’s 
information to private car clamping companies with very little scrutiny as to whether 
there was a justifiable case for the information being supplied) gave people very little 
confidence in the State. One member of the group suggested that all too often the 
Government shot itself in the foot in the context of information management. They 
cited as an example the DVLA television advertising campaign that includes a ‘if you 
don’t pay your car tax, we know where you live’ message, saying that the ‘Big Brother’ 
connotations were not helpful in a climate where Government/the public sector is not 
widely recognised as trustworthy in managing personal data.  

 
10. One member of the group commented on the health sector. They suggested that data 

sharing in the National Health Service (NHS) tended to be driven by the benefits likely to 
accrue for the organisation and/or those working within it; rather than being designed to 
yield tangible benefits for data subjects themselves. The information culture of the NHS 
is illustrated well by the organisation’s management of personal data - if a patient wants 
to ask the NHS what personal information is held on him/her, the NHS in all likelihood 
will either not want to give the information, or just will not be able to give the information. 
It was suggested that the NHS could not tell you how many databases it owned. But 
there was no excuse - it was possible to search e.g. over the internet for second hand 
books and seek data matches for the book of your choice against around 3 million 
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different datasets. Functionality like this would be extremely beneficial in reversing 
people’s perceptions of NHS/public sector information handling. 

 
11. In the welfare/benefits context, people applying for benefits face a process that is 

needlessly complicated and which often requires duplicate information to be provided 
for each separate benefit claim. One member suggested that the system’s 
complexity was not only a hindrance for claimants (the very people the system was 
designed to protect) but that it also meant that auditing the system was necessarily 
complicated and so fraud could be relatively difficult to uncover. On a more positive 
note, they mentioned the Department for Children, Schools and Families’ Contact 
Point initiative, which will deliver a database to be used by practitioners to find out 
who else is working with the same child or young person - the basic idea is that 
children’s personal data are largely not accessible through the database but instead 
you can find appropriate contacts from whom relevant information about the child in 
question can be obtained, so making it easier to deliver more coordinated support. 
However, the speaker added that the issues around Contact Point were controversial 
and that the model was perhaps not yet ready to be held up as an example of good 
practice. In particular, focusing on the ‘trust’ issue, they said that it would be 
interesting to see whether Government would be willing to surrender all the 
information contained in the database once the children become adults. 

 
12. Another attendee said that the workshop presentation slide [“So what is the problem? 

(3)”] articulated very clearly the problems faced by local authorities. In particular, 
neither legislation nor practice were keeping pace with the growth in data sharing 
capability; too many people were uncertain about whether or not they could share in 
particular circumstances and much of the guidance was useless; beneficial data 
sharing at local service-level was being frustrated by risk adverse centralised rules and 
by popular distrust of central government; and accountability was becoming less clear 
in a complex data sharing environment. It was suggested that, as a result of these 
problems, vulnerable children were not being protected as they should and local 
authorities were not achieving the efficiency possibilities they should be and that 
although the Information Commissioner thinks that he has insufficient powers, he is 
probably the “scariest figure” in local government: local authority employees are 
worried about falling foul of ‘the rules’ and as a result are overly risk adverse. 

 
Power of the State 
 
13. There was a discussion on how far the State should collect and use information on 

citizens. With one attendee stating that Government’s efforts to establish massive 
databases (e.g. nation ID card scheme) were misconceived: where a large resource 
exists with potentially valuable information, people will try to hack in and break it 
because they stand to gain. Instead, local/federated systems were much more 
sensible. Another person said that Government had failed to lead the way on sensible 
and beneficial data sharing arrangements across the public sector. However, another 
saw nothing wrong with collecting information in one place and specifically advocated 
the creation of a national ID database, so long as risks to security etc were managed 
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appropriately. The proliferation of separate national unique identifiers from different 
Government Departments was not at all sensible. But they suggested that ensuring 
that citizens “own” their information would perhaps be a better solution to the ‘power of 
the State’ issue. Individual citizens could own and manage their personal information 
and allow different parts of government to access relevant information as they (the 
citizens) thought appropriate. Citizens could also update any information as/when 
necessary. Keeping information in one place is technically possible and central storage 
could then allow appropriate information to percolate across the government sector, 
helping e.g. services to improve. It was noted that giving individual citizens complete 
control over all their information could give rise to problems as e.g. official sanction is 
required when you want to change your name - allowing people to update their own 
names as they wanted would clearly not work. 

 
14. Another person made the point that policy in the United Kingdom was based on the 

premise that people don’t exist by permission of the Government, but that the 
Government exists by permission of the people. So citizens should not have to justify 
their existence to the State, nor should they have to justify where they go or what 
they do, so long as they are committing no crime(s) whilst doing it. That being the 
case, one member of the group said that they would object e.g. to the security 
services trawling systems that show where they had travelled on their Oyster Card - 
the objection was not because they had something to hide, but that they had nothing 
to hide and it was no one else’s business. MI5 might have legitimate cause to trawl 
records in response to a terrorist attack (or ahead of a suspected attack) or serious 
crime - but all depended on the definition of “serious crime”. In conclusion, they did 
not necessarily object to all access to information by the State but any such access 
to personal information should be tested rigorously on each occasion to ensure it 
was transparent, legitimate and fair. 

 
15. One attendee suggested that the appropriate test that a State organisation should 

meet when seeking access to shared data was whether it is resourced to follow-up 
on the information it receives; and whether in fact it will follow-up on that information. 
So e.g. if the Police receive information from traffic cameras and from DVLA that 
shows drivers on the road without tax, will the Police follow-up all drivers identified as 
having broken the law? If not, then the quantity of information being sought from the 
camera operators/DVLA is clearly the disproportionate, and the use of the 
information would be potentially discriminatory (if e.g. only certain individuals were 
followed-up with further investigation). So if a public good is being claimed from data 
sharing, then the organisation should have to establish that the public good will, in 
fact, be realised. 

 
16. Picking up on the proportionality theme, one attendee felt that although it was 

legitimate e.g. for Transport for London (TfL) to use data on people’s journeys in 
order to plan more effectively, there was no reason why TfL needed to know the 
identity of each of those people for that planning purpose. HC said that he refused to 
register for a TfL Oyster Card online because he would have to provide his personal 
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details. But another person liked the online system because it suited their needs - 
which highlighted that these things always come down to personal choice. 

 
17. For one attendee the information management culture in the UK was very different to 

that e.g. on continental Europe, citing Belgium as an example. In Belgium, the State 
operates a national ID card system linked in with biometric passports. But citizens do 
not fear the system, nor do they campaign against it. First, the ID card is 
complimented by a web-based ‘portal’ system, where citizens can log-in and see 
details of who has been looking at their information, and what they have used it for. 
Second, the ID card is seen as an ‘enabler’: it is not sold as e.g. an anti-terror device 
where the all-powerful State holds information to ‘protect’ individuals, which gives 
rise to lots of ‘Big Brother’ connotations. There was also an optional under-18 ID 
card, which young people can use to protect themselves e.g. in internet chatrooms. 
One attendee agreed that the culture in continental Europe was very different to that 
in the UK. The Scandinavian countries, for example, were very open with information 
sharing. And lots of countries have good systems and processes that protect 
personal information. But they were more optimistic than those that proclaim doom 
and gloom in the UK: feeling that the rate of change in both technology and culture 
will mean people look back in five or ten years time and wonder what all the fuss was 
about. 

 
18. It was suggested by one member of the group that MI5 having access to information 

like Oyster Card records was necessary but being too transparent about it simply 
added to a climate of fear - he asked why people had to know what data the security 
services were using if it was used in the public interest. But another attendee said 
that the ‘terror’ tag often used by the Government was a red herring: there are few if 
any examples of data protection rules that inhibit law enforcement agencies doing 
what is necessary because they already have wide exemptions from e.g. the Data 
Protection Act. And picking up on the Oyster card discussion, someone else 
suggested that if the State has the power to track terrorists via their travel cards, then 
terrorists will just change to travelling by cash. So vast powers will end up meaning 
access only to information on the law-abiding majority. Another person added that 
many of the powers being requested are said to be “in the public interest”: but who 
defines ‘public interest’? If it is the State, surely what it means is in the State’s 
interest, which may not necessarily meet the interests of citizens. 

 
‘The Solution’ 
 
19. It was suggested that the focus of the discussion should shift to considering the 

‘solutions’ to the problems identified, and in particular to focus on what, if any, 
specific recommendations could be made by the Data Sharing Review when it 
reports. Various suggestions were made: 

 
i. One attendee noted that the Cabinet Office maintains the Manual of Protective 

Security (MPS), a document that contains general security requirements and 
guidance for the handling of protectively marked information and that they 
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understood that the MPS is used by contractors building e-systems for the 
Government, so that the e-systems built will meet the necessary security 
requirements. However, the MPS is not open to public scrutiny as it is marked 
‘classified’, a marking the speaker thought was absurd. There were two reasons 
why the document should be made public, namely that it would be available for 
peer review to ensure its robustness; and that it could be used as a benchmark for 
accountability, so assuring the public that security guidelines were being met (or 
otherwise, as the case may be); 

 
ii. A clear distinction should be made between identification and authentication: 

where all you need to prove is that you are entitled (or have the appropriate 
credentials) to access a service/buy a product, then it is unnecessary to prove who 
you are as well as that you have the relevant credentials - so for example it would 
be absurd to have to provide your name and address in order to buy a packet of 
cigarettes from a dispenser machine when all you should need to do is prove you 
are over the relevant minimum age; 

 
iii. Statutory breach notification should be considered but that such a system should 

be backed-up by a statutory minimum level of compensation, immediately payable 
on breach. So, for example, if organisations were obliged to pay £10 to each 
person affected by a data breach for which they were responsible, those 
organisations would very quickly learn the value of personal data and you would be 
unlikely to find examples where the details of 25 million individuals are loaded onto 
data disks and then lost; 

 
iv. It was stated that the concept of personal control over information was important 

and suggested that the ‘data freezing’ system developed and used in some U.S. 
States was worth considering - under this system, each individual is able to lock 
their credit reference file, unlocking it only when they want to use it (e.g. when 
applying for a loan). This is an anti-fraud device, which would make it extremely 
difficult for people to arrange credit using your identity. This idea was supported by 
another member of the group who suggested that this system could be extended 
beyond the Credit Reference Agency files to other sources of personal data, so 
ensuring individuals had real control; 

 
v. One member felt that the Privacy Impact Assessment (PIA) was a very useful 

device, which should be used more often to allow properly thought out policy 
development. They suggested that PIAs should be carried out by independent 
auditors, not by the organisation seeking to benefit from the proposed policy; 

 
vi. Another attendee supported the ‘positive justification’ principle outlined on the 

workshop slide [‘Possible recommendations (1)’] - and suggested that anyone 
seeking to establish a case for sharing data should be obliged to show the benefits 
that are expected to accrue; should be obliged to follow-up on those expected 
benefits by trying to realise them; and if they do not follow up as they proposed, the 
right to share should then be withdrawn; 
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vii. They also suggested that the current Subject Access Rights (SARs) are not 

sufficient to allow people to access their own personal data easily enough. They 
cited access to General Practitioner medical records, saying that people found it 
very difficult to discover what personal information was held about them, and 
agreed that the Health Space website could potentially be used to help citizens 
access their information more effectively but he said that that functionality was not 
currently part of the design concept. Another attendee added that there would be 
some issues that needed to be resolved before something like Health Space could 
be used to divulge sensitive records. He cited a hypothetical example of a young 
Muslim woman in a sexual relationship with a man outside of her ethnic/religious 
group - if that girl fell pregnant but did not want her parents to find out, she could 
conceivably be forced to log-on to her online Health Space account by (and in front 
of) her parents, so allowing the details of her pregnancy to be known by them. In 
the most extreme cases, this could fall to be literally a life and death situation; 

 
viii. For one member of the group issues around the process for registering data 

controllers could be looked at, specifically in the context of ‘Prior Checking’. Under 
such a system, prospective data controllers will not be able to process data 
immediately upon registration (as is the general rule currently) but will require 
clearance from a supervisory body (the Information Commissioner’s Office, or ICO) 
first. The ICO would need to be properly resourced if such a system were to be 
provided for; 

 
ix. One attendee highlighted the importance of training and awareness. In the health 

sector, professionals’ awareness was relatively good, particularly where health care 
professionals were working one-on-one with patients - and the Caldicott Guardians 
were a large part of the reason for this success. JH said that appropriate resources 
would have to be assigned in order to make any training/awareness programmes 
effective. Another person felt that guidance and awareness should be sector-specific, 
as so many issues/problems common to one particular sector are different in the 
contexts of other sectors. Another added that any training/guidance should focus not 
simply on data protection but also on data sharing, helping to show that sharing 
personal data could lead to real benefits, so long as the risks are appropriately 
managed. The concept of a Code of Practice was considered to be useful, but one 
member of the group encouraged the Review not to focus on separate codes of 
practice - a problem with the current regime is that guidance is too disparate, which 
does nothing to help inform people on the ground. The idea of a single ‘framework’ 
code was sensible, setting out the core principles across the board, which can then be 
added to by sector-specific guidance as/where appropriate; 

 
x. When writing its report, one attendee said that the Data Sharing Review should not 

feel constrained by technology - just because the Review might assume something 
is technically impossible does not necessarily mean that it is. The Review should 
espouse the core principles as it sees them and throw the challenge to the market 
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of developing electronic and other systems that enable those principles to be 
realised; 

 
xi. A particular focus for the Review should be the export of personal data - data being 

moved outside of the UK/EEA is not afforded protection under national or European 
law, and the voluntary agreements in place supposedly to cope with this issue simply 
do not work. One person made the point that, with the ever-increasing rise of global 
e-commerce, this issue was one that would become steadily more important; 

 
xii. One person suggested that the Data Protection Act’s second principle2 could be 

amended so as to mirror more closely the intended effect of the European 
Directive’s Articles 10 and 113. Another suggested that the Health and Safety 
environment could again be looked at, this time with regard to the ‘Hazard 
Analysis’ device and that the test of whether the second principle had been met 
was whether or not a Privacy Impact Assessment, drafted at the time when the 
personal data were first collected, would need to be changed. If not, then the re-
use is clearly compatible with the original purpose - but if a change would be 
required, then the second principle test is not met; and 

 
xiii. The Review was encouraged to take account of the research community when 

developing any recommendations for reform, saying that the issue of data 
management rules were of critical importance to the effectiveness of scientific and 
social research. 

 
20. There was also a short discussion on the issue of consent, with one person saying 

that the concept of ‘informed consent’ was extremely important, drawing on earlier 
discussions around the tick box (take it or leave it/all or nothing) ‘consent’ typical with 
e.g. software packages. Another stated that the Department for Work and Pensions 
was developing the Tell Us Once (TUO) initiative, which aimed to take personal 
information and pass it on to other service provider public bodies in order to reduce 
the burden on citizens. They suggested that the team working on TUO must have 
considered issues around consent and so the Data Sharing Review might get some 
useful guidance from them and another made the point that the issue of consent 
could be looked at as something akin to a contractual relationship between citizen 
and service provider. If this analogy were to be accepted, it opened interesting 
questions like whether the Unfair Contract Terms Act 1977 could be applied, and so 
whether ‘consent’ provisions deemed unfair under the Act could be challenged. 

 
21. The discussion session closed when each participant was given the opportunity to 

mention one specific change that they would like the Review to consider as a 

                                                           
2 Data Protection Act 1998, c29, Schedule 1, Part I paragraph 2: “Personal data shall be obtained only for 
one or more specified and lawful purposes, and shall not be further processed in any manner incompatible 
with that purpose or those purposes”.
3 Directive 95/46/EC on the protection of individuals with regard to the processing of personal data and on 
the free movement of such data. 
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recommendation when it (the Review) comes to report. The following suggestions 
were made: 

 
• The Review should not feel constrained by assumed current technological 

capabilities [see paragraph 19 (j) above]; 
 
• There should be more of a culture where individuals ‘owned’ their own personal 

data [see paragraph 19 (d) above]; 
 
• The importance of the training and awareness points made during the workshop 

was reiterated [see paragraph 19 (i) above]; 
 
• There should be more statutory and enforceable guidance, as opposed to the 

many and various non-binding guides currently available; 
 
• Another reiterated the importance of the context of the information in determining 

what measures are appropriate in managing the data [see paragraph 2 (b) 
above]; 

 
• The State should invest as a priority in a strategic programme to develop robust 

internet security systems to enable the potential benefits of public sector data 
sharing to accrue in an environment where risk is much reduced -the technology 
available today (particularly the off-the-shelf technology, and even today’s on-line 
banking technology) was relatively easy to work around if you put your mind to it, 
e.g. through phising/spyware/virus attacks. But it was possible to improve e-
security and it was within the resources of the State (as opposed to private 
individuals of firms) to develop that technological capability; 

 
• One attendee emphasised the value of transparency and control, saying that 

neither existed to a sufficiently high degree in the current climate of data 
management; 

 
• The potential benefits that could accrue from ‘prior checking’ was reiterated[see 

paragraph 19 (h) above]; and 
 
• The Review was encouraged to focus on the needs of citizens, not organisations, 

and in particular at the interests of the vulnerable. 

Workshop 5 - 25 March 2008 
 
Attendees 
 
Alan Cranston, Department for Children, Schools and Families 
Becky Hogge, The Open Rights Group 
Dave Wright, Eurim 
Dr Leonard Anderson, Logicterm Ltd  
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Dr Tony Calland, British Medical Association (Wales) 
Guy Herbert, NO2ID 
John Harrison, Edentity Ltd 
Nick Partridge, Terence Higgins Trust 
Phil Booth, NO2ID 
Professor Sir Michael Rawlins, National Institute for Health and Clinical Excellence 
Rob Navarro, Sapior Ltd 
Toby Stevens, Enterprise Privacy Group Ltd 
 
Introductions 
 
1. The group were informed of the background to the review and the purpose of the 

workshop meeting - to identify what problems existed with the current data sharing 
and data protection regimes in the UK, and the possible solutions to those problems. 

 
‘The Problem’ 
 
2. For one attendee the Government was clearly determined to do even more data 

sharing (as demonstrated by the Department of Constitutional Affairs data sharing 
vision statement and the recent Transformational Services Agreement), and there 
was a danger that the Data Sharing Review could be hijacked by the political agenda 
and used as a pretext for allowing the Government to use and share more personal 
information. In addition, the review appeared to be looking at the issue from a 
utilitarian perspective by viewing privacy as something to be traded off against the 
benefits of sharing data. 

 
3. This view was backed by a member of the group who felt that the business case for 

sharing data was not always clear, with the Government in particular guilty of 
confusing the benefits for them with the benefits to the individual - even though the 
risks associated with data sharing would fall on the individual. It was highlighted that 
the Government was also confused between the sharing personal information and 
the use of aggregated data. Another attendee also felt that data sharing should only 
take place when there was an ‘absolute benefit’ for the individual in doing so, e.g. a 
person’s medical records available to doctors in any part of the country they are 
receiving treatment. Societal benefits could also be realised through the use of 
aggregated data to track the effectiveness of drugs etc, but this should only take 
place on the basis of absolute, clear and informed consent. 

 
4. Technology was highlighted as a factor in furthering Government’s desire to share 

data, but without proper infrastructures, designed around the citizen, in place. There 
was a tendency in Government to avoid difficult technical developments due to a 
culture of risk aversion. In one attendee’s opinion, the Government needed to 
recognise the importance of protecting data and having proper security measures in 
place, but privacy pressure groups also needed to recognise the benefits for the 
individual and society through the effective sharing of personal information. 

 
5. However, for some members of the workshop, the possible benefits that might be 

realised could not be used to justify data sharing generally. The risks involved 
needed to be analysed at the individual level, and the worst case scenarios should 
not be downplayed simply because they wouldn’t affect the vast majority of people.  
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6. The Government was seen as being under more greater pressure to do ‘more with 
less’, leading to pressure on Government to manage its resources better, including 
information. Retaining access to information was also linked to retaining trust from 
people and Government therefore needed to show it was capable of protecting data 
coupled with greater transparency of how and why it used information. Building on 
the theme of trust, one respondent used the example of people who were HIV 
positive having their medical records used in research. Many HIV patients could see 
the benefit in doctors and researchers having access to this information as it could 
lead to better treatments for them, but they were also deeply worried about such 
sensitive information being inappropriately disclosed. Trust in having this information 
suitably protected is therefore of the utmost importance, and the level of trust a 
patient has will effect whether a patient is more open or more restrictive about who 
has access to their health records. 

 
7. People needed to have trust in the security protecting their information, and there 

had been a perception, particularly in the public sector, that data sharing could be 
‘done on the cheap’, something which was demonstrated in the large amount of data 
breaches which occurred due to corners being cut. When data was lost a lack of 
means or incentive for the market to rectify itself was also identified as a problem, 
with little incentives in place for organisations to protect themselves against 
breaches. In this vein, one member noted that the Government could not have a 
mandate to change the private sector unless it had its own house in order. 

 
8. Accuracy of data was also seen as a problem. People may enter information onto 

systems in different ways, e.g. listing chest pain as angina, which could then make 
future use/diagnosis difficult. Those providing data should have a duty to ensure that 
the data they provide is accurate. 

 
9. The issue of consent was raised and whether it was ever truly informed. People 

generally had a lack of understanding of how much sharing actually took place (e.g. 
the general ignorance surrounding the selling of DVLA data to private car parking 
firms): the amount of data available, who could access it and who could share it. This 
lack of understanding could lead to inappropriate use of consent as a basis for 
sharing information. One attendee felt that it should be recognised that personal data 
is owned by the individual, and how it is used should be more transparent, with 
greater individual control. 

 
10. Consent was highlighted s being a particularly problematic in the research arena, 

and it was not seen as a helpful basis for using information, as the refusal of consent 
could skew any results leading to inaccurate results. However, wherever possible, 
the majority of respondents felt that consent should be sought. Sometimes this 
wouldn’t be possible due to the high costs and time pressures involved, but new 
technologies could be employed to allow individuals greater control over how their 
information is used and by whom. Consent structures would take a long time to 
develop, but electronic access to data by individuals would make seeking consent 
easier and cheaper. myHealthSpace was a good example of such technological 
solutions, but investment had been lacking in user-centric technologies. 
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‘The Solution’ 
 
11. The subject of debate then moved on to what possible solutions could be found to 

the above problems, or to have a better regime in place for the use and handling of 
personal information. 

 
12. One attendee felt that regulation was not the solution - the ICO was already 

overloaded and even if funded to the same level as the Health and Safety Executive 
it wouldn’t be able to monitor all data sharing activities. Part of the solution was 
giving individuals rights that they could exercise; otherwise there was little that could 
be done to control major companies using their personal information. Data sharing 
could happen two ways, either where everything took place in ‘the back office’ and 
the individual doesn’t have to do anything, or where the individual controls what is 
shared between multiple organisations, but designing systems that were more 
citizen-centric was seen by many of those attending as being the best way forward. 

 
13. Sound risk based approaches to data sharing were called for with the benefits for 

any information sharing being demonstrable within a set timeframe, while many 
attendees felt that all data sharing schemes must be shown to be proportionate. One 
example put forward was ContactPoint which one attendee felt was disproportionate 
as their understanding of it was that it would list details of every child in the country 
when in an attempt to protect children at risk of harm, when in reality only 1% of the 
country’s children would be in an at risk group. 

 
14. Data breach notification legislation was also put forward as a possible solution, as 

was the need for greater transparency and accountability. However, one respondent 
cautioned against data breach notifications, feeling that a glut of organisations 
washing their dirty linen in public would make people become immune to such 
announcements and the need to protect personal information. One member of the 
group suggested that a value needed to be created for data and become part of an 
organisations balance sheet. People working with personal information would then 
soon learn to properly protect personal information. 

Workshop 6 - 31 March 2008 
 
Attendees 
 
Alex Markham, Connecting for Health 
Bill McCluggage Office of the First Minister and Deputy First Minister 
Bill Peace, Serious Organised Crime Agency 
Carol Dezateux, Medical Research Council 
Clare Jennings, NSPCC 
David Carter, GB Group  
Dr Eric Metcalfe, Justice 
Elena Crasta, Trade Union Congress 
Giles Watkins, Ernst & Young LLP 
Gillian Key-Vice, Experian 
Gordon Wanless, NHS 
Hannah Reed, Trade Union Congress 
Jill Kirby, Centre for Policy Studies 
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Karen Pile Department for Business, Enterprise and Regulatory Reform 
Ms Alexis Cleveland, Transformational Government, Cabinet Office 
Natalie Ceeney, The National Archive 
Professor Chris Bellamy, Nottingham Trent University  
Rob Laurence, GB Group 
Roger Styles, Central Sponsor for Information Assurance, Cabinet Office 
Susan Daley, Symantec 
 
Introductions 
 
1. It was explained at the outset of the meeting that the discussion would form part of a 

series of workshop sessions designed to feed into the evidence being gathered by 
the Data Sharing Review. The objective of the workshop was said to be to discuss 
views and ideas on the use and sharing of personal information, focusing on ‘the 
problem’ (i.e. is there anything within the current framework of law/policy/practice 
that causes concern, and if so, what is it?); and ‘the solutions’ (i.e. how can we 
remedy anything that is thought to be a problem?). 

 
‘The Problem’ 
 
2. The discussion opened with member of the group asking what it was we meant by 

‘sharing’. Do we mean sharing data horizontally, across departments, within 
organisations etc? For them, the problem was that the issues of data handling and 
protection had started from a ‘silo view’ that had created a restrictive regime under 
the Data Protection Act - in service delivery, most of the time you just wanted to 
know if, for example, someone was eligible to receive a benefit, where a ‘yes’ or ‘no’ 
answer would suffice. But you might need to share data to do this, and the DPA 
could prevent this from happening. 

 
3. Another attendee agreed that the 2nd Data Protection Principle (DPP) of the DPA 

(data must not be used for purposes incompatible to those for which the data was 
originally collected) could hinder data sharing for beneficial reasons from occurring. 
This was because the wording of the 2nd DPP was unclear, and deciding whether 
any data sharing was compatible with the 2nd DPP was something that even lawyers 
could often not agree on. Establishing whether a body had the vires, or power, to 
share data was also difficult where there was a mix of statutory and crown bodies, 
and in their opinion having a statutory footing for sharing data was a better route to 
follow than relying on common law powers. 

 
4. One person agreed with this last point, suggesting that the health sector often had no 

need to know a person’s identity, but that uncertainty over what data was permissible 
to access and share under the law had created a culture of risk aversion. Another 
attendee noted that data was not homogenous and that for one area, such as the 
health sector, a piece of information may not be as important as it would be to 
another area, such as law enforcement. The importance of data was, therefore, in 
‘the eye of the beholder’. 

 
5. It was suggested that people did not really care about how their data was used, only 

the results they get as a result, e.g. access to finance and credit, or when something 
goes wrong. Even if tools designed to create more transparency about data use are 
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used, e.g. Fair Processing notices, and are used well, people will rarely look at them. 
However, others felt that if people had greater understanding of what data sharing 
occurred they might be more concerned about keeping their data secure, which in 
turn would have a knock on effect on organisations using data - investing more effort 
in keeping data secure to meet a customer demand. 

 
6. One person attending the workshop had conducted some research into front-line 

practitioners’ attitudes to using and handling data. This indicated that the law wasn’t 
seen as being the real problem for people when deciding to share information. 
People were more concerned that if they shared the information they have collected, 
then it would be more difficult to collect data in the future as individuals would be less 
‘honest’ in the information they provide - e.g. drug abusers may be less willing to be 
honest with social services if they think the information will be passed to the police. 

 
7. For some members of the group, the perceived push towards greater data sharing, 

particularly by Government, was a worrying development. Having Government 
departments working in silos, for example, was not necessarily a bad thing - they 
could act as safe havens for data and offer more safeguards. If Government wanted 
to follow the programme of Transformational Government, then the public should 
have an opportunity to decide whether they wanted to withdraw or engage with the 
subsequent data transactions that would take place between different parts of the 
public sector, particularly, as opposed to the private sector, people did not have a 
choice about whether to use a public service or not. 

 
8. One attendee stated that data was a commodity for the business of Government, 

and that there was a huge obligation on the Government to protect and assure this 
information. However, Government did need to carry on sharing data if the benefits 
of creating joined-up services were worthwhile. If they were, then Government must 
have the right technologies, processes, and people in place to share data safely and 
proportionately. 

 
9. There was agreement that having the right people in place to decide whether to 

share data or not and then handle the process effectively was vital. One person felt 
that there had tended to be too much focus on using regulation to ensure data was 
handled correctly when the focus should be on the people handling the data. Another 
member of the group favoured keeping a light touch, principles based regulatory 
framework, coupled with greater education, training and assessment of those people 
making judgements around personal information. As a member of the group had 
noted, data sharing could not be viewed in an abstract way, it occurred for varied 
reasons and was carried out by a range of people and organisations. It would 
therefore be impossible to legislate for every possible scenario, and there were 
currently not enough carrots to encourage better data protection - only penalties for 
getting it wrong. 

 
10. Not sharing data, it was pointed, could be equally damaging as sharing data, e.g. the 

lack of information being shared between police forces that allowed Ian Huntley to 
get a job in a school in Soham. Data may not be shared for a number of reasons, 
often because of confusion about what could be done, or a fear of getting into trouble 
for releasing information inappropriately, but there could also be genuine, real rather 
than perceived, barriers that prevented data sharing for beneficial purposes from 
occurring. The voluntary sector was, for example, unable to access information it 
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needed to properly fulfil obligations Government placed on them, even when the 
information was actually held by Government. In one example cited, this was 
because the relevant Government department in question did not have the vires, or 
legal power, to share the information. 

 
11. Another problem identified, was a general lack of leadership in the privacy/data 

sharing debate, particularly from Government. The argument usually leans towards a 
defensive reaction to things going wrong, such as the Government announcing 
reviews when the headlines are bad. What was needed was a positive, forward-
looking discussion on the positives of sharing data in a proportionate, safe and 
sensible way, and that avoided knee-jerk reactions that introduced a more risk 
adverse environment. 

 
‘The Solution’ 
 
12. The discussion the moved on to what could be done to improve the current operation 

of the Data Protection Act and the handling and sharing of personal information more 
generally. The following points were put forward for consideration. 

 
13. Guidance and training were obviously key areas. Guidance on sharing data between 

different sectors and more guidance on the application of the 2nd Data Protection 
Principle were called for, and one attendee said they would like to see some sort of 
Highway Code for data sharing. Clarity over current guidance was also needed. A 
large number of bodies produced their own guidance (MOJ, PIAG, ICO, GMC, BMA) 
and people could get confused about what data to follow, so some sort of hierarchy 
of guidance could be useful. In terms of training, people needed to be empowered to 
make judgements, following a set process and without fear of recrimination or 
penalty if this process has been followed. Organisations which provide training 
should also be encouraged to design and run courses on data handling and data 
sharing, perhaps backed up by a recognised set of qualifications. 

 
14. People making judgements about data sharing should be accredited and there 

should be clear audit trails for how decisions were reached. Lines of responsibility 
also needed to be transparent. Organisations data sharing arrangements should be 
open to scrutiny and challenge by the public, with one member of the group 
suggesting that some form of standard template should be created for Government 
to use to inform people about what data Government uses, who it shares it with and 
why. 

 
15. One person suggested that data breach legislation should be introduced, whereby 

companies had to inform their customers if they lost any of their data. They cited 
research carried out in America [where such legislation exists in many states] that 
indicated that the consumer felt a greater sense of empowerment when informed of 
breaches as it allowed them to control and protect their information themselves. 
However, some attendees felt this could overly burden companies, and data breach 
notification legislation, in one attendee’s opinion, could lead to stigmatisation, 
distress or impossible situations to resolve - e.g. a National Insurance number would 
be impossible to change, so what would be the point of telling someone this 
information had been ‘lost’? 
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16. Another attendee felt that it was important to be more realistic about the benefits that 
data sharing could bring, and there were many examples of expensive data sharing 
projects that had failed to achieve what they intended to do. Technology should be 
used to give individuals greater control over their own information, and Government 
should move away from large databases and data sharing projects that occurred with 
little interaction with the individual. This would help to maintain trust between the 
public and Government, something Government would need if it wished to push 
ahead with the Transformational Government agenda. Another attendee agreed that 
people should be given a degree of control over how information about them was 
used. But sometimes this needed to be overridden. 

Workshop 7 - 3 April 2008 
 
Attendees 
 
Alistair Maughan, Morrison & Foerster LLP 
Christopher Rees, Herbert Smith LLP 
Dr Ian Brown, University of Oxford 
Eduardo Ustaran, Field Fisher Waterhouse LLP 
Ian Lloyd, University of Strathclyde 
Paula Barrett, Eversheds 
Professor Douwe Korff, London Metropolitan University 
Richard Jones, Clifford Chance LLP 
Rosemary Jay, Pinsent Mason 
Ruth Boardman, Bird & Bird 
Serena Hardy, Ministry of Justice 
 
Introductions
 
1. It was explained at the outset of the meeting that the discussion would form part of a 

series of workshop sessions designed to feed into the evidence being gathered by 
the Data Sharing Review. The objective of this legal-specific workshop was said to 
be to give those experts present an opportunity to set out and discuss views and 
ideas, in particular on the future development of the legal regime governing the use 
and sharing of personal information. The discussion would be most useful in the 
context of the Data Sharing Review if attendees focused both on any perceived 
problems and on potential solutions to those problems. 

 
Framing the debate 

2. One attendee stated that they hoped the workshop discussion would focus on high-
level issues - most importantly on privacy as an important human right - rather than 
on lower-level technical details, which could simply serve to confuse the ‘bigger 
picture’. As part of setting the scene for that high-level debate, they questioned 
whether it was correct to use as a starting point (as he suggested the Government 
do) the premise that information sharing is a good thing in itself. Another attendee 
agreed, saying that the starting point should be individual and personal autonomy 
within a context geared to protecting human rights: that is the fundamental 
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constitutional approach that should be adopted for data sharing issues. They added 
that the issues involved far more than a simple balancing exercise: to share any 
information an organisations needs to establish that it would be acting within the law 
(including with the law of the European Convention on Human Rights and the 
European Directive on the protection of personal data); and that the sharing was 
necessary (not merely preferable).  

 
3. Another member of the group expressed surprise at the tenor of the debate thus far. 

Although they agreed that there was an important constitutional right to privacy, they 
also said that individuals now have to accept that they are living in a modern global 
economy that demands at least some information sharing. In that context, they 
suggested that it would be more useful to design a system with robust and effective 
regulation to ensure that the sharing that does take place is fair, rather than seeking 
to prevent potentially beneficial data sharing on the basis of ideology. Another 
attendee agreed, saying that data sharing now occurred on a massive and global 
scale each and every day. Every click on the internet can be monitored by Internet 
Service Providers, and that (almost) every step could be monitored by CCTV - 
everyone should get used to that. They suggested that the focus should be on 
creating a regime that would protect individuals’ privacy as far as possible; but one 
that would also facilitate necessary and beneficial data sharing where appropriate. 
The current regime inhibited legitimate and potentially beneficial information 
exchange in some instances. As an example, the Sure Start initiative was cited, 
which it was suggested needed access to data on certain families in order to help 
target services and help at them, but found it very difficult to obtain that information. 

 
4. One attendee rejected the contention that the present system acted as a barrier to 

beneficial data sharing, saying that in their experience they could not point to a single 
example of legitimate data sharing being prevented by the law, suggesting that it 
would be important to define an agreed set of values and standards in the field of 
information management. In particular, they suggested that it would be important for 
the Government to develop (and then stick to) broad principles, encompassing all the 
positive and beneficial protections afforded by international law. However, another 
person said that examples like the Soham murders and the 7/7 London bombings 
illustrated a need for law enforcement and security agencies to share information in 
certain circumstances and so the debate should be broader than simply one about 
individual privacy.  

 
Consent 

5. It was suggested that the concept of ‘consent’ was becoming meaningless in the 
modern data processing world. As an example of this, one person cited their journey 
to the workshop, which involved a flight from Strathclyde to Gatwick. During the flight 
and, so far as they were aware, without any prior notification, domestic passengers 
were told that they would have their photographs taken on landing. The airline were 
clearly collecting personal information (the photos) but that there was no opportunity 
for genuine ‘consent’ from the passengers, nor for passengers to find out why the 
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information was necessary and what use(s) it would/could be put to - so consent and 
transparency were lacking, although just guaranteeing transparency did not mean 
that the consent problem would be solved. They added that, where data sharing did 
take place, it was becoming increasingly difficult to determine who the allocated data 
controller was at any given point, and so ultimately who bore responsibility for 
protecting the data. 

 
6. A number of those present agreed that the way in which ‘consent’ is understood is 

becoming confused, and that there was often a “misbadging of consent”. The basic 
point was that ‘consent’ is only an appropriate term where the data subject has a 
genuine opportunity to make an informed choice. So where companies purport to 
seek consent from customers before e.g. granting a licence to use computer 
software, or before issuing a credit card, consent cannot be genuine because there 
is no real choice: either you agree to the standard terms or you can not access the 
service. One person said that different sectors operated in different ways, with e.g. 
the health sector tending to treat ‘consent’ with appropriate respect. The motivation 
of the health sector was probably more related to the law of confidence rather than 
the Data Protection Act, so focusing only on amendments to the Act would not 
address the mischief.  

 
7. Another member noted that, as the Working party established under Article 29 of the 

EC Directive concluded, consent was not always an appropriate way to legitimise 
data sharing. If there is a public need to share information irrespective of the wishes 
of individual data subjects, then it could clearly be beneficial for that information to be 
shared. But they added that, in any circumstances where consent was not 
appropriate, there should be a clear legislative statement authorising the proposed 
sharing exercise. They would express the general rule as being consent should 
always be required, save for where legislation identifies a clear public imperative for 
the data to be shared. 

 
8. Another person suggested, however, that attempting to assign an overly significant 

value to consent would be to slow down the processing of information, to the 
detriment of public services and commercial practices. Rather than focusing on 
consent as a perceived protection for individuals, it would be better to improve 
privacy management techniques, including data minimisation and the (perhaps 
compulsory) use of Privacy Impact Assessments (PIAs). 

 
Sanctions 

9. One attendee stated that the regulatory regime that currently exists provides nothing 
to make them advise their clients: “you really must do this or it will hit you in the 
pocket”. Another person suggested that even the threat of reputational damage is 
something that organisations are becoming immune to. Without tougher sanctions in 
place, they added, it would remain difficult to convince people to comply with the 
rules and take data protection seriously.  
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10. Another person agreed that the increasing number of data breaches was in effect 
desensitising the public and organisations to the damage that can be caused by the 
misuse of personal information. They therefore agreed that some more effective form 
of sanction or remedy would be beneficial. However, another attendee was sceptical 
about the extent to which the law (and in particular, the criminal law) could effect 
societal/attitudinal change and suggested that what was more important was 
empowering consumers/data subjects through, e.g. affording them greater protection 
against cost orders in the courts and in particular making it much more difficult to be 
bankrupted as an individual claimant; allowing litigants in person to appear in more 
informal (tribunal/small claims) hearings, so avoiding additional and unnecessary 
legal costs; and/or removing the necessity to prove quantifiable loss/damage in order 
to bring a claim (instead making the defendant organisation liable for a strict liability 
fixed-penalty charge in cases where they were shown to have breached the law). 
They felt that each of these suggestions would facilitate the bringing of civil litigation 
suits against organisations, which should in turn force those organisations to ‘up their 
game’ and improve the protection afforded to individuals’ personal data. 

 
The DPA’s fitness for purpose 

11. At this point it was suggested that the tenor of the debate so far could be 
summarised thus far by saying that some sort of regulatory or sanction-based 
change could be beneficial but that no one had identified any more significant 
problems with the way that the current regime operated. Attendees were asked 
whether it was correct that, save for some focus on additional sanctions, the Data 
Protection Act 1998 (DPA), as it currently stood, was sufficient to deal with modern 
information management/data sharing; or whether some more substantial changed 
was required. 

 
12. Broadly speaking, everyone agreed with the basic proposition that the system was 

not in need of radical overhaul. For example, one attendee said that they and their 
clients liked the principles-based approach of the DPA as it was not too prescriptive 
or restrictive. Another member agreed that increased sanctions could be beneficial, 
suggesting that many firms in the financial sector were “scared” of the FSA’s 
regulatory powers, and this helped maintain high standards throughout the industry. 
The suggestions for change were made: 

 
• Although there was a need to ensure appropriate protection for individuals’ 

personal data, there was also a problem in facilitating necessary/ beneficial data 
sharing under the current regime and so four potential solutions were suggested 
namely: (a) the Information Commissioner’s Office producing a binding Code of 
Practice to enable (not restrict) data sharing; (b) introducing some ‘carrot’ into the 
system to ensure that high data protection standards are maintained, including 
e.g. consideration of mandatory Privacy Impact Assessments, or perhaps tax-
breaks for organisations that voluntarily use PIAs; (c) providing the ICO with 
stronger auditing powers, like in some other jurisdictions; and (d) focusing far 
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more on ensuring transparency of data management (including sharing) 
practices; 

 
• It was also suggested that the market could be used to help take some pressure 

off the ICO in regulating all data management practices across the board. As in 
Germany, the regulator could certify private sector e-products (e.g. privacy 
systems) as compliant with the law and then offer incentives for organisations to 
use those certified systems in the market place. That way, the market would 
ensure that problems were kept to a minimum and the ICO could focus 
exclusively on the real problem areas. Secondly, the DPA was defective in 
implementing international law, in particular the EC Directive, and therefore the 
DPA should be amended. As an example, there was a discrepancy between 
Schedule 3 of the Act and Article 8 (3) of the Directive: whereas Schedule 3 
paragraph 8 explicitly allowed processing of sensitive personal information for 
“medical purposes” including “medical research”, the Directive did not extend so 
far as to include medical research. Moreover, it was also suggested that the ICO, 
not the Ministry of Justice, should be responsible for domestic legislation’s 
compliance with international (including EC and ECHR) law, in order to ensure a 
more robust system of individual protection and legal compliance; and 

 
• One member of the group highlighted a recent report4 from the UK Parliament’s 

Joint Committee on Human Rights, citing with approval the Committee’s concern 
about the use of legislative ‘gateways’ for enabling data sharing. Their particular 
concern was with the powers that primary legislation often gives to secondary 
legislation to bring about (or change) gateways. In their opinion secondary 
legislation was no protection against the excessive Government action, since it is 
extremely rare than any secondary legislation is ever blocked and that data 
sharing should be dealt with by primary legislation, where real Parliamentary 
oversight can be guaranteed. 

 
13. There were some suggestions that the DPA was “behind the times”, particularly with 

regard to technological advancement, with one person submitting that that the DPA 
was developed before the more recent explosion in e-capabilities, meaning that the 
protections are now perhaps out of date. It was suggested that the DPA was 
perceived as having been drafted with Mainframe computers in mind, rather than 
digital technology in the internet age. However, another person said it “baffles” them 
when people suggest the DPA is outdated. As a technologist, they could see nothing 
that the Act could not cope with. Even powerful State organisations (including 
American intelligence and security agencies) could not read encrypted data and so 
no new level of protection against this threat was needed, whether in the DPA or 
elsewhere. 

 
 

                                                           
4 The Joint Committee on Human Rights’ 14th Report of 2007/8: Data protections and Human Rights. See: 
http://www.publications.parliament.uk/pa/jt200708/jtselect/jtrights/72/72.pdf  
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The Second Principle 

14. There was a wide-ranging discussion on the DPA’s second principle5 and whether it 
was fit for purpose. The following points were made: 

 
• One person could not understand what the second principle was for, suggesting 

that, if they had their way, they would get rid of it altogether;  
 
• Another suggested that the concept of a ‘finality principle’ was theoretically sound 

but that the current second principle seemed defective insofar as it was unclear 
how the test of compatibility (or ‘not incompatibility’) could be met, in particular 
because the vague concept could be interpreted in a very broad or a very narrow 
way. However, they agreed that it was impossible to decide whether or not 
information should be shared unless you know the purpose for which the 
information is required. The key should be proportionality; 

 
• The second principle, one person suggested, was all about applying the concept 

of compatibility to data subjects’ expectations, in order to protect those 
individuals and that PIAs would be a useful tool in this regard; 

 
• For another member of the group the finality principle was useful but it was only 

one of the eight principles, and of no more or less validity/worth than the others, 
nor more important than international law. Insofar as the ‘compatibility’ issue was 
concerned, they suggested that the appropriate test should be whether or not the 
reasonable data subject would understand the subsequent processing as 
compatible with the original purpose; 

 
• One attendee said that the requirement for purpose specification was a 

substantial aid to systemic transparency but that the drafting of the DPA’s second 
principle (with the double-negative “not incompatible”) was unclear and badly 
drafted. They also queried whether an effective mechanism to police compliance 
was in place, saying that the burden of reviewing all instances of information 
processing in accordance with each of the principles would be far too much for 
the ICO to cope with; and 

 
• One person said that the second principle encapsulated what they described as 

the “British sense of fair play”. The principle is aimed simply at ensuring common 
sense prevails in a system at which the consumer is at the heart (e.g. a patient 
would expect a doctor to share information for the purposes of treatment, but not 
in order to furnish a pharmaceuticals company with research data in return for 
profit) and that therefore it is a beneficial concept to retain in the legal framework. 
They were of the view not only that the second principle was sound, but that the 
principle-based approach of the DPA was sound, and that it required no (or no 
significant) change. 

                                                           
5 DPA Sch 1, para 2: “Personal data shall be obtained only for one or more specified and lawful purposes, 
and shall not be further processed in any manner incompatible with that purpose or those purposes”.  
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Anonymisation and Pseudonymisation 

15.  There was a brief discussion on pseudonymisation, starting with the point that the 
device was used often where researchers would have no interest in the actual 
identity of data subjects but would need to be able to treat each separate data 
subject as a distinct individual to ensure e.g. no double counting, so standard 
anonymisation techniques would be insufficient in this regard. Attendees were asked 
for views on the protections that would need to be afforded where data is 
anonymised or pseudonymised.  

 
16. The clear consensus was that full anonymisation was an appropriate device so long 

as there was no reasonable likelihood (or no unacceptable risk) of the data being 
‘de-anonymised’, although one person said that the process of anonymisation would 
itself constitute processing of personal data and so the protections afforded by the 
DPA and other law would need to be observed fully. But another person highlighted 
this as illustrative of the mess that the data protection law can sometimes get itself 
into: why should doctors have to seek consent from patients before anonymising 
personal data and then using that completely untraceable information for other 
purposes? 

 
17. Opinion was less clear-cut in terms of pseudonymised data, with three members of 

the group each arguing that there would need to be a genuinely powerful justification 
for using sensitive personal data for research purposes. One attendee pointed to 
Germany, where even the courts have limited powers to order disclosure of identities 
where pseudonymised data is concerned. And those that were less robust in this 
regard still argued against too liberal a stance, for example with another person 
suggesting that pseudonymised data should be treated sensitively and never e.g. 
posted on the internet, where others could access it and trace it back to original data 
subjects. It was also suggested that where information would be unlikely to be 
decoded, it should not constitute Personal Identifiable Information. In this context, 
somebody contrasted research under a clinical trial (where researchers would be 
actively unlikely to want to identify specific individuals involved) and internet-based 
advertising, where information about data subjects may be anonymised but where 
advertisers had a vested interested in discovering who each of the data subjects 
were, so making it more likely that actual identities would be traced. One member of 
the group felt that they would be prepared to allow pseudonymous data processing 
where the justification outweighed concerns about privacy. 

 
18. The discussion session was drawn to a close when each participant was given the 

opportunity to mention one specific change that they would like the review to 
consider as a recommendation when it (the review) comes to report. The following 
suggestions were made: 

 
• A reduction in complexity of the legal framework would be beneficial. The principles-

based system under the DPA was good and that primary legislation should seek to go 
no further than establishing clear principles; 
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• One attendee cited the JCHR report on data protection and human rights and said 

that they would want the Review to take the protection of privacy seriously; 
 
• Where problems exist in the current legal framework, they tend not to be focused on 

the DPA but on the wider law, and in particular on the law of confidentiality. That is 
therefore where any measures should be aimed, not at the DPA, which is performing 
well; 

 
• Domestic law should ensure that it is in-line with European law, and that at the 

moment the former is falling short of the protections mandated by the latter; 
 
• One person would not want to see the Review recommending anything that would be 

excessively prescriptive. Most people working in data management fields are “trying 
to do the right thing” and that the legal framework should help, not hinder them in that 
regard; 

 
• Another person agreed that domestic law should ensure that it is in-step with 

European law; 
 
• For one member of the Group the Review should recommend sanctions, including 

criminal liability for top executives (more analogous to the Health and Safety regime, 
where organisations really do understand and care about their legal obligations and 
responsibilities); and including heavier financial penalties (e.g. allowing the ICO to 
levy fines as a percentage of turnover to encourage the larger organisations to take 
the issues more seriously). They added that the fact Subject Access Rights (SARs) 
are so heavily used in the UK was an anomaly when compared to the rest of Europe - 
and suggested that the DPA section 7 rights should remain but that, if a data subject 
exercises those rights, s/he should be barred from using the resulting information to 
sue the data controller. They explained that they thought too many data subjects were 
erroneously using SARs as a collateral attempt to force documentary disclosure 
where litigation is pending, thus circumventing the usual processes of court 
procedure; 

 
• One person would like to see notification/registration abolished unless the process is 

made more useful; mandatory PIAs; and more sector-specific statutory guidance on 
data management issues; 

 
• Government should take a more principled stand on the protection of privacy, and 

that the principled stance should then dictate policy across the board in different 
Departments; and 

 
• An appropriate balance was needed whereby sharing information was made as easy 

as possible through the issuing of clear guidance and e.g. Codes of Conduct from the 
ICO; and privacy protection is maximised as far as possible, with e.g. mandatory PIAs 
in appropriate circumstances. 
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Workshop 8 - 17 April 2008 
 
Hosted and minuted by Intellect 
 
1. Introduction to the government’s data sharing review 
In February 2008 Intellect submitted a response to the consultation on the use and 
sharing of personal information in the public and private sectors. The consultation will 
feed into the independent review on data sharing which, at the request of Gordon Brown, 
is being undertaken by Dr Walport and Richard Thomas, the Information Commissioner. 
 
Intellect, in conjunction with the Data Sharing Review Team, hosted this 
industry workshop with the purpose of conveying the position of IT while the review is 
still in progress.  
 
Dr Mark Walport led the discussion. Dr Walport is a Director of the Wellcome Trust and a 
member of the Council for Science and Technology, the Government's top-level 
independent advisory body on science and technology policy issues. The aim of this 
forum is to gain expert input on the technological aspects of many of the issues raised by 
the report so far.  
 
2. Questions from the floor  
-How does this review relate to Sir Gus O’Donnell’s Data-sharing review?
Sir Gus O’Donnell’s review looks at central government data handling and the processes 
around it. This is much wider and looks at principles around the sharing of information 
across public and private sectors, from an intellectual as well as practical viewpoint 
 
-Has this review looked at training the public officials in charge of data get about 
handling it?
The culture of data handling needs to be changed. There is certainly not enough 
understanding of the level of accountability needed in boardrooms on this subject, for 
instance in comparison to something like health and safety.  
 
-Will your recommendations apply to government departments?
The rules and recommendations of this review will apply to both public and private 
organisations. The report team are conscious of the unease about how government has 
the power to bypass data-sharing laws, for example by changing department remits with 
statutory instruments, which mean databases are moved around. This will be taken into 
account when making recommendations. 
 
-Are there examples of practices not keeping pace with conditions? 
With the advent of web 2.0, and the corollary blurring of the line between data owner and 
data controller, there will undoubtedly be a need for a new test of ‘appropriateness’ on 
information sharing.  
 
There is also a need to consider legal jurisdiction across the world. For example Google 
information on searches made in the UK by UK citizens is kept in the USA, where federal 
law enforcement agencies have rights of access and no obligation to disclose to us that 
they are using it.  
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New rules also need to be laid down regarding the mechanism by which a decision is 
taken as to when personal data is interchanged between the private and public sectors. 
 
- How have you approached the distinction between personal and public information? 
The aggregation of personal data to create public data is a relatively new phenomenon, 
driven by technological advances, and requires further scrutiny. For example, 
information on traffic flows is useful public information. But it can now be gathered by 
monitoring individual car locations and tracking areas of congestion. That utilisation of 
private information to create public information blurs the lines of what is and is not 
appropriate. 
 
- Have you considered the idea of a trusted third party which releases information to 
those that need it when they need it?
This idea has been raised in previous consultations. There is a school of thought which 
says that the information is already out, and therefore it is not possible to ‘lock it down.’ 
In this case, we would like to use this forum to discuss what we can do to bring in greater 
transparency. Is the fact that the data is already out there necessarily a bad thing?  
 
Credentialing mechanisms have also been considered, i.e. the issue of details from a 3rd 
party which has a time expiry limit on it. This continues the Digital Rights Management 
example.  
 
Discussions should bear in mind the distinction between data and information. 
Regarding the issue of data breach notification requirements under law, there is a need 
to increase security, as well as consumers’ and citizens’ understanding of their rights 
and how to protect themselves.  
 
3. Breakout sessions 
Dr Walport outlined the objectives of the breakout sessions, and urged the groups to 
consider the following questions when discussing the issues presented. 
 

- What can we recommend to the public and/or private sector which will make a 
difference to how information is handled?  

 
- Can you craft the law in such a way that the subject of the information is also the 

‘owner’, therefore companies with it are holders, not owners?  
 

- Is there a technological way of notifying a citizen each time their information is 
used? Is a public disclosure requirement any time information is shared a 
feasible idea? 
 

- Define the difference between identity and a component - a name is not an 
identity on its own, but together with other components can form an identity. At 
what point does the level of information available become dangerous? 

 
- How to ensure accountability accompanies responsibility 

 
- Is consent to one organisation using data suitable consent in a broader sense? 
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Group 1 breakout feedback 
 

• Article 8 of the Human Rights Act provides the framework for when the state can 
share information without an individual’s permission. An organisation’s data-
controller should have purview and accountability over all information it holds. 

 
• The cost of making information access available to everyone would be prohibitive 

However, there are parallels in the Electoral Roll. Its information is transparent, 
although very few people actually bother to look it up. The fact that it is there, 
however, is a guarantor of transparent democracy. 

 
• In its current guise, the Information Commissioner’s Office is fair and reasonable, 

but lacks teeth. It is easy for people to run around the Data Protection Act and 
interpret it as they will. It should emulate the Health and Safety Executive.  

 
The Financial Services Authority has the power to fine organisations if 
information breach incidents come under their remit. The ICO should hold the 
position of a regulator with the power to fine. It could also act as a sort of umpire 
as to whether what a company is doing with data is defensible in the public 
domain  
 

• Organisations should keep a record internally of what personal information they 
hold on any individual, and the 3rd parties with whom they share it. Transparency 
is the key for the data subject. It would be augmented if technology could track 
what and to whom information is disclosed. Auditing of accounts about data 
would allow for application of responsibility. Publishing data protection officer and 
data controller appointments would aid accountability 

 
• Additionally, there should be professional qualifications for those in charge of data 

protection. They should hold positions in their organisations equivalent to board 
level.  

 
The following four key principles were identified as being crucial to informing future 
policy on data-sharing; Responsibility, Accountability, Consent, Informed decision 
making. 
 
Group 2 
 
This group discussed the following general points around the issue of data-sharing.  
 
a) General 

• Future proofing is essential - consideration needs to be taken around liability. 
Technology companies will in the future be asked to share information that wasn’t 
specified in their initial service contracts 

• Tesco is an example of a private organisation that collects and analyses much 
information for commercial purposes. The company takes strong measures to 
ensure the security of the information and as such is able to use it without much 
objection 
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b) Recommendations/suggestions for improvement 

• A system/application/service that allows you to view all of your personal 
information held by agencies and organisations 

• A shift in obligation - it would be beneficial to place the obligation on the data-
holder to inform the data subject when their information is accessed and by 
whom (for example credit record holders) 

• Ownership - currently there is no ownership of databases. To encourage greater 
concern for personal information, there must be more top down responsibility. For 
example, in Spain organisations are obliged to undertake rigorous measures to 
safeguard personal information  

• There must be consideration of what information and data is available for whom - 
there was agreement that, for example, personal information detailed on birth 
certificates should not be publicly available 

• Binary - binary answers to information requests are acceptable in many cases 
and negate the risk of sensitive personal information being divulged. Systems 
could be made to enable binary answers to information requests e.g. when 
verifying whether Emily is 18, the application/system should return a yes or no 
answer without divulging unnecessary personal information (dates of birth etc). 
Much the same is true for other examples in the insurance and credit areas for 
example  

 
- An Information Repository 
• A data holder - a trusted organisation who acts as a repository for personal 

information (similarly to the function Paypal executes with money) 
• Lock down an individual identity until there is sanction to release personal 

information  
• Authorisation for certain levels of information would be pre-defined 
• “Pyramids” of information - access restrictions set enabling individuals to specify 

which agencies/organisations which levels of information. There was some 
concern that the user-centric concept of central data holder would not work as 
some individuals would not adjust ownership/sharing properties 

• A trusted information repository could be a service provided by anyone who 
meets necessary standards  

c) Standards/Legislation 

• Data protection principles are adequate but are not reinforced by adequate 
enforcement legislation to ensure organisations and agencies comply 

o Power of inspection 
o Questioning of necessity - does a company really need certain data sets ( 

e.g. data requested in forms - mother’s maiden name for passwords, 
details of spouse etc) 

o Powers of audit for information processes  
• Standards are required to ensure that fines and sanctions are placed on 

organisations that lose personal data - required standards should be equally 
applicable to both the private and public sectors 
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d) Education 

•  MI5/Oyster Cards - attendees agreed with the concept of analysing data to 
reveal patterns of behaviour. As such, there is now a need to educate customers 
about the implications of certain technological advances and about the 
information age in general. 

• Objections to sharing information lessen when people have an understanding of 
the benefits that that it will bring to them. There will need to be incentives for 
people to submit to their information being shared. 

• ID Cards - attendees highlighted the scheme as an example of government not 
voicing well the issues around information, identity and entitlement. The terrorism 
argument does not convince individuals as the majority of people are not directly 
affected by it, whereas a piece around the efficiency gains that could be brought 
by the card/joined-up services would resonate with the majority of users 

• An educational piece with very basic arguments about how recording, 
disseminating and maintaining information correctly will make life easier - crime 
stories should only form a minimal, background argument.  

• Explain to people clearly that if their personal information is shared, it will make 
life easier e.g. if you tick a box on your passport form your photograph will be 
duplicated and used for any driving licence applications - this must be explained 
simply and clearly.  

e) The Internet and Personal Information 

• The Data Protection Act is flawed because of the proliferation of the internet. 
There may need to be a move to place more responsibility on ISPs - however, 
there is only so much an ISP can do to prevent the misuse of personal 
information and individuals should be reminded that they are personally 
responsible for their own information.  

• It was noted that there are a limited number of locations identified as sources of 
child porn and that if the ISPs were to work together these sources could be shut 
down relatively quickly. Attendees thought that although a difficult area (ISPs are 
often outside jurisdiction of legislation) government should not be deterred from 
making a move towards legislating.  

 
Group 3 

a) General comments on Private Sector and Public Activity 

• For whatever recommendations are made and procedures implemented, it was 
felt that complete transparency was absolutely vital. 

• The public sector has an unfair advantage over the private sector in that 
governments don’t need to get CESG clearance for data sharing. 

• It would very useful to have universal standardised technical requirements, which 
spanned both the public and private sector. 

• Access to data should be role-based. 

 78 



Data Sharing Review | Annexes 
 

b) Communication 

• Consent to share data is often a requirement as opposed to a choice, and 
citizens should be informed well in advance of their options. 

o There is a huge amount of potential for technology to improve consumer 
understanding of data sharing issues and options (no specific solutions 
proposed) 

• The Belgian ID card is an example where citizens are aware of what data the 
government holds, and what is being done with said data. 

• It’s necessary to instil a cultural change within the public sector; thus, it’s vital to 
train public sector workers on the importance of data protection and data-sharing 
protocol. 

c) Accountability 

• Leadership issues 
o There was a need to make leadership more accountable, i.e. if proper 

measures were not instituted and followed, there would be substantial 
penalties. 

o Should a higher level of staff be responsible for making data-related 
decisions? 

o Should data sharing standards be determined and implemented at the 
local government level or the central government level? 

 As the term ‘standard’ can carry a negative connotation, it was 
noted that a different term would be better employed, e.g. ‘best 
practice guidelines’ or ‘guiding principles’. 

• It was thought that a regular information audit across government departments 
would be useful. 

• Accountability standards would need to offer both sticks and carrots 
o Punishment should be meted out according to the level of seriousness of 

a data breach. 
o Benefits could also be offered for data sharing, e.g. the BS-7799 standard 

on information security management systems. Otherwise there could be 
incentives for industry to maximise its potential as a ‘value-added secure 
agent’ (e.g. through US Data Breach Notification Act) 

• If corporate liability is considered an option, the Review Board would need to 
consider the ramifications of over-compensatory regulation, such as the 
Sarbanes-Oxley Act (SOX) 

d) Commoditisation of data 

• There was a fair amount of discussion around this theme, and it was suggested 
that if individuals were given ownership of their Personally Identifiable Information 
(PII), they would value it more. 

o Technology could aid this endeavour by developing an automated 
compliance process, which could allow individuals to either directly control 
their data or give consent to share data in certain instances. 

• If citizens are given additional rights to control their PII, they should also have the 
corresponding duty of keeping their data up to date. 
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o A government social networking site containing all the information held on 
a particular person would be one solution to helping individuals monitor 
their data. 

• Ideally, individuals would be able to dictate to organisations on what they could 
do with individual data, but it was thought that this might be too difficult to 
implement. 

• If new data about a certain individual is generated by a company, to whom does 
it belong? To the person the data refers to, or to the company that generates it? 

o This leads to a rationale for shared ownership of data between individuals 
and companies/government. 

e) Future proofing 

• The Data Sharing Review’s notion of being able to implement a solution that 
would be valid for 15 years was thought to be unrealistic. The consensus was 
that the Review Board should plan for constant renewal, and thus any 
framework that is instituted should be technology neutral (as any technology 
adopted would likely be obsolete, or at least less efficient, after 5 years) 

• There was a discussion around the merits of centralised databases, and opinion 
was extremely divided over whether central or local databases would prove to be 
more efficient. 

• Globalisation-related concerns 
o Are standards within the UK enough? Should the UK and/or EU be 

pushing for global standards on data sharing? 
o The Review Board needs to consider the fact that any standards that are 

imposed within the UK may affect companies’ activities abroad, and 
hinder their international competitiveness. 

 
4. Summary 
So far there has been a demonstrable benefit in the sharing of data - sharing data well 
can make money for an organisation or increase its efficiency etc. This is the ‘carrot’ but 
there is still no real ‘stick’. There has also been a failure on the part of government to 
adequately explain the benefits of information sharing to citizens, which needs to change 
if we are to embrace and utilise to best effect the technological and social developments 
which surround it. The outcomes of this consultation will be considered along with the 
rest of the work done towards this report, and will undoubtedly provide a helpful 
technological insight into the practicality of many of the suggestions being made so far.  
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Annex F - ICO suggestions for change and clarification 
of the Data Protection Act 
1. Personal Data  
The Data Protection Act 1998 has been in force for over ten years. However, despite court 
and Information Tribunal rulings, and guidance from the Information Commissioner, there 
remains considerable uncertainty as to the precise scope of the DPA. A significant area of 
uncertainty concerns ‘border-line’ personal data. By this we mean information that may not 
constitute personal data according to a strict reading of the DPA’s definition, but which 
could be linked fairly easily to other information to form personal data. Another significant 
area of uncertainty concerns the DPA’s application to non-computerised personal 
information, i.e. information recorded as part of a ‘relevant filing system’.  
  
2. Border-line personal data.  
It seems to be fairly well understood that the DPA applies to records that explicitly 
identify individuals - their tax returns, health records and credit reference files, for 
example. However, the situation is far less clear in the case of information that does not 
explicitly identify individuals, for example by naming them, but which could be combined 
fairly easily with other information to allow explicit identification to take place. For 
example, the addresses of a company’s members of staff, without their names, does not 
constitute personal data according to a strict reading the DPA. However, the addresses 
could be combined fairly easily with other information, for example the electoral roll and 
information on the organisation’s website, to allow particular staff members’ addresses to 
be determined. Given this, a sensible approach would be for the organisation to treat its 
staff members’ addresses as if they did constitute personal data, for example by keeping 
them secure and guarding against their improper disclosure. However, as it stands, the 
addresses do not constitute personal data and the DPA provides no protection to the 
individuals concerned. We do not think that this should be the case. We believe that 
apparently subtle differences between the European Data Protection Directive and the 
DPA have led to significant legal uncertainty and have undermined the protection that 
the Directive was intended to afford to individuals in border-line cases.  
  
The concept of identification that lies at the heart of both the European Directive and the 
DPA may always prove difficult to apply in practice. However, in our opinion the 
definition of personal data in the Directive has certain advantages over the one found in 
the DPA, particularly in the context of ‘border-line’ personal data. In the UK legislation, 
personal data means data which relate to a living individual who can be identified from 
those data, or from those data and other information which is in the possession of, or is 
likely to come into the possession of, the data controller. The Directive says that 
‘personal data’ shall mean any information relating to an identified or identifiable natural 
person (‘data subject’); an identifiable person is one who can be identified, directly or 
indirectly, in particular by reference to an identification number or to one or more factors 
specific to his physical, physiological, mental, economic, cultural or social identity.  
  
The problem concerning the scope of the UK legislation emanates primarily from the 
reference to ‘the data controller’ in the definition of personal data. The use of “the” 
strongly implies that we are talking of identification being carried out by one party; the 
‘primary’ data controller. However, we do not think that this is the intention of the 
Directive. Recital 26 of the Directive gives guidance on how to determine whether a 
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person is identifiable. It makes it clear that for the purposes of the Directive, in order to 
determine whether a person is identifiable, account should be taken of all the means 
likely reasonably to be used either by the controller or by any other person to identify the 
said person. The approach to identification taken in the Directive is, in our opinion, 
easier to apply in practice, clearer and deals more realistically with the issues of identity 
that organisations and individuals are increasingly facing. It provides more meaningful 
protection to individuals in the context of a society where it is becoming increasingly 
easy to share, analyse and combine data sets. There is a strong argument for replacing 
the definition of personal data found in the DPA with that contained in the Directive.  
  
The issue of identification touches on a deeper problem concerning the application of data 
protection law. As it stands, data protection is an all or nothing concept. If information 
constitutes personal data, then the entire data protection system of principles, 
responsibilities and rights must apply to it. In the medium to long term, there is a strong case 
for a much more flexible application of data protection law. For example, in European data 
protection circles the view generally prevails that IP addresses held by internet search 
engines constitute personal data. Assuming this is the case, then individuals should have a 
right of access to the IP addresses that support their internet search sessions, and, some 
argue, individuals’ consent should be obtained to process IP addresses. However, search 
engines have no means of identifying individuals explicitly. They cannot name them, contact 
them or take any action in respect of them; the most they can do is individuate one internet 
searcher from another. However, IP addresses could be combined with other information, 
typically that held by an Internet Service Provider, and ultimately this could lead to the real 
world identification of an internet searcher. Therefore, in our opinion, data protection law’s 
principles of transparency and security ought to apply to IP addresses because they have 
the potential to form personal data. However, it makes no sense in practice to expect the 
right of subject access, for example, to apply to the information. A more flexible, 
componential approach to the application of data protection law would also work well in 
respect of other sorts of information, for example CCTV footage of individuals who have not 
been identified, but ultimately could be, for example if the footage is analysed and combined 
with eye-witness statements and other intelligence as part of a police investigation.  
  
3. Relevant filing systems.  
The definition of ‘relevant filing system’ has caused significant legal uncertainty and 
practical difficulty for individuals and data controllers since the DPA came into force. 
Judgements in the courts have done little to clarify which collections of manual 
information fall within the scope of the DPA, and which records the data protection 
principles, and rights such as subject access, apply to.  
  
The Directive defines a ‘personal data filing system’ as any structured set of personal 
data which are accessible according to specific criteria, whether centralised, 
decentralised or dispersed on a functional or geographical basis. Recitals 15 and 27 
clarify that the Directive only covers manual filing systems whose content is structured in 
a way that allows easy access to personal data. Recital 27 also makes it clear that files 
or sets of files which are not structured according to specific criteria shall under no 
circumstances fall within the scope of the Directive.  
  
The DPA defines a ‘relevant filing system’ as any set of information relating to individuals 
to the extent that, although the information is not processed by means of equipment 
operating automatically in response to instructions given for that purpose, the set is 
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structured, either by reference to individuals or by reference to criteria relating to 
individuals, in such a way that specific information relating to a particular individual is 
readily accessible. Though there remains considerable room for debate about the proper 
interpretation of this definition, it is quite clear that the intention was that it should be 
construed narrowly.  
  
In our opinion the most useful approach to the definition of ‘relevant filing system’ is a 
purposive one. Put simply, we believe that if a file is structured in such a way that it is of 
practical use to an employer, for example, in finding out certain information about an 
employee, then the rights and protections provided by data protection law ought to apply 
to that file. It is clear from debate during the reading of the Data Protection Bill that the 
government favoured a definition that would only apply to highly structured collections of 
information, replicating the sub-divided tree-structure of computerised information. It was 
argued at the time that even a fairly short personnel file, within which it was in practice 
very easy to locate a particular type of information about an employee, for example his 
or her attendance record, should not be covered by the DPA. This approach, and the 
adoption of the DPA’s definition, means that the test of whether the DPA applies to a 
particular file rests on tortuous consideration of matters of structure, rather than on how 
a file can be used in practice. In our opinion this is against the spirit of the Directive. 
  
In our opinion the principles of data protection should apply to records, like personnel 
files, whose content can have such a significant effect on individuals, and where the 
inaccuracy or loss of information could cause such detriment. Record holders should be 
under a duty to ensure that personnel files, and similarly significant records, are kept 
accurate and up to date, even if they are not highly structured. In our opinion, 
substituting the Directive’s definition of ‘personal data filing system’ for the DPA’s 
definition of ‘relevant filing system’ would help to address the problems described above.  
  
4. Discretion for the Information Commissioner not to carry out an assessment in 

every case.  
When he is asked to do so, the Information Commissioner is required to carry out an 
assessment of whether it is likely or unlikely that the processing of personal data is being 
done in compliance with the DPA. The Commissioner enjoys a degree of flexibility in 
terms of the way he carries out an assessment, and has made great efforts to channel 
his resources towards the investigation of complaints where there is evidence that the 
processing of personal data has caused real problems for individuals. However, we can 
see advantages in providing a clear statutory basis for the Information Commissioner to 
decline to make an assessment, for example where the issue being complained about is 
trivial or inconsequential or where the complaint is frivolous or vexatious. This would 
allow more of the Commissioner’s limited resources to be devoted to the investigation of 
significant complaints and to other forms of regulatory activity. It would also allow the 
Commissioner to put an end to the practice of making ‘unverified assessments’. In these 
cases, an assessment is made without necessarily verifying the facts underlying the 
complaint or seeking the data controller’s side of the story. We would very much prefer 
the Information Commissioner to be in a position where he investigates properly 
complaints that warrant investigation, but rejects outright complaints that do not. This is a 
model that some other European Data Protection Authorities have adopted, without any 
apparent problems in terms of their duty under the Directive to hear claims.  
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5. Better information gathering powers for the Information Commissioner.  
The Information Commissioner’s primary means of obtaining information in order to 
investigate a complaint, or to determine whether the data protection principles are being 
complied with, is to serve an Information Notice. As it stands, the Commissioner can only 
serve a Notice on ‘the data controller’. This power may be sufficient in fairly straightforward 
cases where a single organisation is being complained about, or where the Commissioner 
wants to look at a particular organisation’s information handling practices. However, the 
Commissioner increasingly deals with issues where a number of organisations, who may 
or may not be the data controllers, are jointly involved in an enterprise. In such cases it 
would be helpful if the Commissioner could serve an Information Notice on any person 
where he reasonably requires information to investigate a complaint, or to determine 
whether the data protection principles are being complied with. This is a power enjoyed by 
some other European data protection authorities, and which equates much better with the 
power for the Commissioner to collect all the information necessary for the performance of 
his duties, provided for by Art.28 of the Directive.  
  
6. Confidentiality of Information.  
Section 59 of the DPA subjects the Information Commissioner, his staff and former staff 
to a strict prohibition on the disclosure of information that relates to an identified or 
identifiable individual or business. We can see the need to ensure that members of 
Information Commissioner’s Office, including the Information Commissioner himself, are 
bound by confidentiality rules. The individuals and businesses that the Information 
Commissioner deals with must have confidence that the information they provide to the 
Commissioner will not be disclosed without proper authority. Indeed, the Directive 
requires that members and staff of the supervisory authority are subject to a duty of 
professional secrecy. However, as it stands, s.59 of the Act applies not only to the 
Commissioner and his staff as individuals, but also to the Commissioner as a corporate 
entity. We believe that this causes uncertainty for ICO corporately, for example in terms 
of its need to demonstrate how it is using its powers and resources and how effective it 
is being. We suggest that s.59 goes against the principles of open government, public 
accountability and regulatory good practice. In our opinion s.59 of the Act should be 
amended to make it clear that the confidentiality of information arrangements do not 
apply to the Information Commissioner as a corporate entity, but only to the 
Commissioner and his current and former members of staff as individuals.  
  
7. The right to seek compensation for distress alone.  
As it stands, an individual is only entitled to compensation for a contravention of the DPA 
if distress and damage is suffered. We can certainly envisage cases where the loss or 
improper disclosure of a person’s health record, for example, could cause an individual a 
degree of anxiety and concern that affects his or her life quite severely, but which does 
not amount to damage.  
  
Section 13(2) of the DPA entitles individuals to compensation for distress caused by a 
contravention of the Act if the contravention relates to the processing of personal data 
for the journalistic, artistic or literary purposes. This clearly envisages the courts in the 
UK being able, in certain circumstances, to award compensation for distress without 
damage. Ultimately it’s for the courts to decide whether distress can be of such a degree 
that it warrants compensation. However, in our opinion it would be consistent with the 
UK’s obligations under the Directive for individuals to have an entitlement to 
compensation for distress alone, whether or not the special purposes are involved.  
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Annex G - ICO Framework Code of Practice 
 

Framework code of practice for sharing 
personal information 
 
Information Commissioner’s foreword 
 
Sharing information can bring many benefits. It can support more efficient, easier to 
access services. It can help to make sure that the vulnerable are given the protection 
they need, that organisations can cooperate to deliver the care that those with complex 
needs rely on. Law enforcement agencies must have access to the information they 
need to counter the increasingly sophisticated methods that fraudsters and other types 
of criminal are using. Our time is valuable. No one likes being asked to provide the same 
information over and over again. No one wants to discover that their doctor doesn’t have 
access to relevant information about their health. 
Sharing information presents risks. Information systems are becoming more complex 
and widespread. There is a potential for more information about our private lives, often 
highly sensitive, to become known to more and more people. There is a danger that the 
public will be left behind, subject to opaque information systems that they do not 
understand and that they have no control over. No one wants a huge database of 
personal information that anyone can access for any, ill-defined purpose. 
This framework code of practice can be used in various ways in a variety of contexts. It 
contains simple, practical advice that will help all those involved in information sharing to 
develop the knowledge and confidence to make good quality decisions about sharing 
personal information. This framework code of practice will help to make sure that the 
benefits of information sharing are delivered, while maintaining public trust and 
respecting personal privacy. 
 
Richard Thomas 
Information Commissioner 
 

About the framework code of practice 
Why a framework code of practice? 
The Information Commissioner’s first statutory duty is to promote the following of good 
practice in the handling of personal information. ‘Good practice’ means practice that 
appears to the Commissioner to be desirable, having regard to the interests of 
individuals and the organisations that process personal information about them. Good 
practice includes, but is not limited to, compliance with the requirements of the Data 
Protection Act 1998 (the Act). 
The Commissioner has produced this framework code to help organisations to adopt 
good practice when sharing information about people. The framework code is intended 
to be of use to all organisations involved in information sharing throughout the UK, 
including voluntary bodies. However, some of it will be of most relevance to public sector 
organisations. The framework code should be of use even where there is a statutory 
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requirement to share information. Using the framework code will help organisations to 
make sure that they address all the main data protection compliance issues that are 
likely to arise when sharing information. This in turn should help organisations and their 
staff to make well-informed decisions about sharing personal information. 

 
The benefits of using the framework code of 
practice 
The framework code breaks down compliance with a fairly complex piece of legislation 
into a series of logical steps. These should be easy for you to follow in practice, even if 
you’re not a data protection expert. Organisations will face different compliance issues, 
and may adopt their own approaches to dealing with them. However, using the 
framework code should help organisations to develop a common understanding and a 
consistent approach. 
Producing your own code of practice, and using it, will help you to establish good 
practice and to comply with the law. It will also help you to strike the balance between 
sharing personal information and protecting the people it’s about. This should gain the 
trust of the public and make sure that they understand, and participate in, your 
information sharing initiatives. Following a good quality code of practice will also give 
your staff the confidence to make well informed decisions, reducing the considerable 
uncertainty that can surround information sharing. 
Ultimately, following good practice should make your information sharing more effective, 
allowing better services to be provided to the public. It should also enhance the 
reputation of your organisation in the eyes of the people you keep information about. 
 

What do we mean by ‘information sharing’? 
There are two main sorts of information sharing. The first involves two or more 
organisations sharing information between them. This could be done by giving access to 
each other’s information systems or by setting up a separate shared database. This may 
lead to the specific disclosure of a limited amount of information on a one-off basis or the 
regular sharing of large amounts of information, for example bulk matching name and 
address information in two databases. The second involves the sharing of information 
between the various parts of a single organisation, for example between a local 
authority’s various departments. The content of the framework code should be relevant 
to both types of information sharing. 
The framework code is for use mainly in circumstances where information is being 
shared on a routine, systematic basis. However, in some cases information is shared in 
a more ad hoc way. For example, a teacher might use his or her professional judgement 
to decide to share information with a social worker because there is concern about a 
particular child’s welfare. The framework code is not primarily intended for use in cases 
like that, although it may still be of use if read alongside the relevant professional 
guidance. 
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How to use the framework code of practice 
Your organisation’s needs 
This framework code should be used by organisations that want to produce their own 
codes of practice for sharing information. It says what content a code of practice should 
have if it is to support good practice in the sharing of personal information. Organisations 
using the framework code must fill it in with their own detailed content, reflecting their 
own business needs. Where a number of organisations are working collaboratively on an 
information sharing project, it is important that any codes of practice do not contradict 
each other or overlap confusingly. In many cases it is best to have a single code of 
practice that all the organisations involved in the information sharing work to. 
We recognise that different organisations have different needs, depending on the sort of 
information sharing they’re involved in. We anticipate a considerable degree of flexibility 
in how the framework is used. For example, it can be used to produce a stand-alone 
document some or all of its content can be integrated into existing policies and 
procedures; or it can be used as a checklist to evaluate existing policies and procedures. 
We hope that the framework code will help organisations to design their own solutions to 
the compliance issues they face. However, the Information Commissioner’s Office is 
willing to provide further advice and assistance when this is needed. 

Endorsement 
The Information Commissioner will endorse a code of practice based on the framework 
provided it addresses all its substantive content. For a code to be meaningful it must be 
adhered to in practice. To provide an endorsement we would normally expect an 
organisation to agree to us auditing compliance with its code. 

 
The framework code and compliance with the 
law 
Drawing up a code and following its recommendations in practice cannot guarantee 
compliance with the Data Protection Act 1998. However, adhering to a properly drafted 
code of practice would be a significant step towards achieving compliance with the Act. 
Each part of the framework code begins with a clear statement of what the Act requires. 
However, some of the content of the framework code goes beyond the strict legal 
requirements of the law. We have done this as part of our statutory duty to promote good 
practice in the handling of personal information. The legal requirement is to comply with 
the law. No action can be taken over a failure to adopt good practice or to act on the 
recommendations of the framework code. 
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Code of practice recommended content: 
1. Deciding to share personal information 
The law 
Any information sharing must be necessary. Any information shared must be relevant 
and not excessive. 

Your code of practice should do the following 
1. Set out why you want to share personal information and what benefits you expect to 

achieve. 
2.  Provide for a realistic appraisal of the likely effect of the sharing on the people the 

information is about, and of their likely reaction to it. 
3.  Give advice on finding alternatives to using personal information, for example using 

statistical information. 
4.  Describe the information that you need to share to achieve your objective and the 

organisations that need to be involved. 
5.  Outline the relevant legal provisions, that require or permit your organisation to share 

information, or prevent it from doing so. 
6.  Address any issues that might arise as the result of sharing confidential or sensitive 

information. 
7.  Say whether individuals’ consent for information sharing is needed and, if so, how to 

obtain consent and what to do if consent is withheld. 

Points to remember 
1. Before you start sharing information you should decide and document the objective 

that it is meant to achieve. Only once you have done this can you address other data 
protection compliance issues, for example, deciding whether you need to share 
information in a personally identifiable form, or whether anonymised or statistical 
information would be enough. 
You should determine right at the beginning of a project who will be responsible for 
dealing with the various compliance issues that will arise. All the organisations 
involved will have some responsibility. However, the organisation that originally 
collected the information has the primary responsibility for making sure it is handled 
properly. In particular, that organisation must make sure that sharing its information 
will not cause real unfairness or unwarranted detriment to individuals. 

2.  This can be done by carrying out a ‘privacy impact assessment’. This involves 
assessing any benefits that the information sharing might bring to society or 
individuals. It also involves assessing any negative effects, such as an erosion of 
personal privacy, or the likelihood of damage, distress or embarrassment being 
caused to individuals. It should help to avoid or minimise the risk of any detriment 
being caused. 

3.  It is not justified to share information that identifies people when anonymised or 
statistical information could be used as an alternative. This sort of approach can 
protect personal privacy while still allowing organisations to carry out their functions. 
In some planning contexts, for example, it may only be necessary to use general 
demographic information about people living in certain areas, rather than identifiable 
individuals’ names, addresses and dates of birth. 
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4.  Only relevant information and the minimum necessary to achieve the objective may 
be shared. You should review your arrangements regularly to prevent the sharing of 
information that is not relevant to achieving your objective. Where you are sharing 
information internally, for example, within a local authority, the same considerations 
apply. If only certain departments are involved in providing the service that the 
information sharing is intended to support, only those departments should have 
access to the information. 

5.  Some organisations are required by law to share information for a particular purpose. 
In these cases you must be clear about what information you are required to share 
and in what circumstances. If you are unclear about this you should get legal advice. 
Other organisations are allowed to share information, for example, where this is 
necessary for a local authority to carry out its functions. In some cases an 
organisation may be expressly prohibited from sharing the information they hold. 
These organisations must be clear about the nature of any such prohibition. Again, if 
necessary, you should get legal advice about your powers. 
Many public sector organisations are bound by the European Convention on Human 
Rights. This means that any information sharing they carry out must be compatible 
with the convention, in particular the right to respect for private and family life. 
Organisations should also take into account any relevant professional guidance or 
industry code. 
You should regularly check your notification under the Act to make sure that it 
describes any organisations you are sharing information with. 

6.  The threshold for sharing confidential or sensitive information is generally higher than 
for sharing other forms of information. This is because the unnecessary or inappropriate 
sharing of this sort of information is more likely to cause damage, distress or 
embarrassment to individuals. Some information is so sensitive, for example that 
contained in a health record, that in normal circumstances a patient’s explicit consent 
must be obtained if you want to share or use it for a non-medical purpose. 

7.  Sometimes data protection law only requires that the individual knows about the 
sharing of information, it is not always necessary to obtain his or her consent for this. 
However, if you decide that you do need consent to legitimise your processing of 
information, this must be a specific, informed and freely given agreement. In this 
context, a failure to object is not consent. Most importantly, the individual must 
understand what is being consented to and the consequences of giving or withholding 
consent. If you are relying on consent to share information about a person, you must 
stop doing so if consent expires or is withdrawn. You must be clear with members of 
the public about the role that consent plays in your information sharing. 
In this context, consent is not genuine unless its withdrawal leads to the information 
sharing being stopped. 

 

2. Fairness and transparency 
The law 
Personal information shall be processed fairly. The processing won’t be fair unless the 
person has, is provided with, or has readily available:  
• information about your identity,  
• information about the purpose the information will be processed for,  
• and any other information necessary to enable the processing to be fair. 
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Your code of practice should do the following. 
1. Give guidance on the drafting of ‘Fair Processing Notices’. 
2.  Advise on ensuring notices are actively provided or, at least, freely available to the 

people you want to share information about. 
3.  Ensure that fair processing notices give a genuinely informative explanation of how 

information will be shared and that they are updated when necessary. 
4.  Provide for ways of dealing with requests for further information and enquiries from 

members of the public. 
5.  Help to ensure that explanations are given of the circumstances in which information 

may be shared without the individuals’ knowledge or consent. 

Points to remember 
1. Fair processing notices, or ‘privacy policies’ as they are sometimes known, are 

intended to inform the people the information is about how it will be shared and what 
it will be used for. This means that a notice has to be drafted in a way that the people 
it’s aimed at will understand. Drafting notices for children and others whose level of 
understanding may be relatively low requires particular care. You should avoid 
legalistic language and adopt a plain-English, easy-to-read approach. Ideally, your 
code of practice should contain examples of model fair processing notices. 
You must decide whether a single fair processing notice is enough to inform the 
public of all the information sharing that your organisation carries out. In some cases 
it would be good practice to produce a separate fair processing notice for a particular 
information sharing initiative. This would allow much more detailed and specific fair 
processing information to be provided. In other cases a more general notice could be 
enough. An existing notice may already explain all the information sharing you are 
engaged in. If this is the case, no further action is needed. 
2.A fair processing notice is meaningless unless people can read it and understand it. 
At least, you should make sure your fair processing notice is readily available. You 
should try proactively, though, to provide fair processing notices to people, for 
example when you hold meetings with them or send out a letter. You should normally 
provide fair processing information when you first obtain information about a person. 
Where you intend to share confidential or particularly sensitive information you should 
actively communicate your fair processing information. 

3. Information sharing arrangements can be quite complicated, with different sorts of 
information being shared between various agencies. However, you have to give a 
comprehensive and accurate description of what information is being shared and who 
it’s being shared with. An information sharing arrangement can change over time, for 
example where a public body is placed under a new statutory duty to share 
information to deal with a particular problem. This requires the public body to review 
its fair processing information regularly to make sure that it still provides an accurate 
description of the information sharing being carried out. It can be useful to adopt a 
‘layered’ approach to providing fair processing information. This involves having a 
relatively simple explanation backed up by a more detailed version for people who 
want a more comprehensive explanation. This can be done fairly easily in on-line 
contexts. 

4. Sometimes people will have questions about how information about them is being 
shared, or may object to this. It is good practice for organisations to have systems in 
place for dealing with enquiries about information sharing in a timely and helpful 
manner. The analysis of questions and complaints should help you to understand 
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public attitudes to the information sharing you’re carrying out, and to make any 
necessary improvements. 

5. There are cases where it is legitimate to share information without a person’s 
knowledge or consent. This might be the case where a failure to share information 
about a parent’s lifestyle would put a child at risk. There are also other situations 
where information should be shared despite a lack of consent, for example, where the 
sharing is necessary to safeguard public safety in an emergency situation. In many 
criminal justice contexts it is not feasible to get consent, because doing so may 
prejudice a particular investigation. However, you should be prepared to be open with 
the public about the sorts of circumstances in which you may share information 
without their knowledge or consent. 

 

3. Information standards 
The law 
Information shall be adequate, relevant, not excessive, accurate and up to date. 

Your code of practice should contain the following. 
1. Procedures for checking that information is of good enough quality before it is shared. 
2. Methods for making sure that shared information is recorded in a compatible format. 
3. Procedures for making sure that any information that is being shared is relevant and 

not excessive. 
4. Methods for checking regularly that shared information is of sufficient quality. 
5. Methods for making sure that any problems with personal information, for example, 

inaccuracy, are also rectified by all the organisations that have received the 
information. 

Points to remember 
1. It is good practice to check the quality of the information before it is shared, otherwise 

inaccuracies and other problems will be spread across information systems. In 
general, any plan to share information should trigger action to make sure that 
inaccurate records are corrected, irrelevant ones weeded out, out-of-date ones 
updated and so on. It is not always possible to check the accuracy of every record: in 
these cases a sample of records should be checked. There should be mechanisms in 
place to help organisations to resolve problems where there is disagreement over an 
information quality issue. The exchange of information in paper form can cause 
particular problems. It can be very difficult to make sure that an organisation’s 
collection of paper records is corrected once an inaccuracy is detected. 

2. Different organisations may record the same information in different ways. For 
example, a person’s date of birth can be recorded in various formats. This can lead to 
records being mismatched or becoming corrupted. Before sharing information you 
must make sure that the organisations involved have a common way of recording key 
information, for example by deciding on a standard format for recording people’s 
names. If you cannot establish a common standard for recording information, you 
must develop a reliable means of converting the information. 

3. Only once you have a clearly defined objective, for example the delivery of a 
particular service, can you make an informed decision about the information that is 
necessary to carry out that objective. You should be able to justify the sharing of each 
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item of information on the grounds that its sharing is necessary to achieve the 
objective. You must not share information if it is not necessary to do so. It is good 
practice to regularly review the information sharing and to check that all the 
information being shared is necessary for achieving your objective. 
Any unnecessary sharing of information should cease. However, in some contexts it 
is impossible to determine with certainty whether it is necessary to share a particular 
piece of information. In these cases, you must rely on experience and professional 
judgement. 

4. It is good practice to check from time to time whether the information being shared is 
of good enough quality. For example, a sample of records could be looked at to make 
sure the information contained in them is being kept up to date. It is a good idea to 
show the records to the people they are about so that the quality of information on 
them can be checked. Although this may only reveal deficiencies in a particular 
record, it could indicate wider systemic failure that can then be addressed. 

5. The spreading of inaccurate information across a network can cause significant 
problems for individuals. If you discover that you have shared inaccurate information, 
you should not only correct your own records but make sure that the information is 
also corrected by others holding it. You need to have procedures in place for dealing 
with situations where there are disagreements between organisations about the 
accuracy of a record. In some cases, the best course of action might be to ask the 
individual whether his or her record is correct. 

 

4. Retention of shared information 
The law 
Personal information shall not be kept for longer than is necessary. 

Your code of practice should do the following. 
1. Specify retention periods for the different types of information you hold, including 
retention times for the various items held within a record. 
2. Provide for the regular review of retention periods, based on assessment of business 
need. 
3. Set out any legal requirements or professional guidelines relevant to the retention or 
disposal of the information you hold. 
4. Make sure that any out-of-date information that still needs to be retained but is not 
permanently deleted is safely archived or put ‘off-line’.  
5. Specify whether information supplied by another organisation should be deleted or 
returned to its supplier. 
6. Provide a mechanism for making sure that your retention procedures are being 
adhered to in practice. 

Points to remember 
1. Automated systems can be used to delete a specific piece of information after a pre-

determined period. This facility is particularly useful where a large number of records 
of the same type are held. 
Considerations for judging retention periods include: 
• the current and future value of the information for the purpose for which it is held; 
• the costs, risks and liabilities associated with retaining the information; and 
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• the ease or difficulty of making sure the information remains accurate and up to 
date. 

2. You should review your retention policy in the light of operational experience. If 
records that are being retained are not being used, this would call into question the 
need to retain them. It can be very difficult to assess the significance of the 
information you hold. In these cases you must rely on experience and professional 
expertise to come to a balanced decision about whether to retain or delete the 
information. 

3. For example, there are various legal requirements and professional guidelines 
relating to the retention of health records. There may also be a legal requirement to 
keep an audit trail for a certain period of time. 

4. There is a significant difference between permanently, irreversibly deleting a record 
and merely archiving it. If you merely archive a record or store it ‘off-line’ it must still 
be necessary to hold it and you must be prepared to give subject access to it and 
comply with the data protection principles. If it is appropriate to delete a record from 
your live system you should also delete it from any back-up of your information you 
keep. 

5. The various organisations sharing information should have an agreement about what 
should happen once the need to share the information has passed. In some cases 
the best course of action might be to return the shared information to the organisation 
that supplied it without retaining a copy. In other cases, for example where the 
particular issue that the information sharing was intended to deal with has been 
resolved, all the organisations involved should delete their copies of the information. 
Paper records can cause particular problems. It can be easy to overlook the presence 
of old paper records in archives or filing systems. The various organisations involved 
in an information sharing initiative may need to set their own retention periods for 
information. However, if shared information should be deleted, for example because it 
is no longer relevant for the initiative’s purposes, then all the organisations with 
copies of the information should delete it. If the information has a statutory retention 
period that has been exceeded, you must make sure that any organisation that has a 
copy of the information also deletes it. It might be possible to anonymise the 
information, in which case it can be retained indefinitely. 

6. A good way to do this is to regularly audit the personal information you hold to make 
sure that information is not being retained for too long or deleted prematurely. 

 

5. Security of shared information 
The law 
Personal information shall be protected by appropriate technical and organisational 
measures. 

Your code of practice should do the following. 
1. Describe ways of evaluating the level of security that needs to be in place. 
2. Set out standards for the technical security arrangements that must be in place to 

protect shared information. 
3. Describe the organisational security arrangements that must be in place to protect 

shared information. 
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Points to remember 
1. Your key consideration should be to make sure that your security is adequate in 

relation to the damage to individuals that a security breach could cause. More 
sensitive or confidential information therefore needs a higher level of security. 
However, rather than having different security standards for different pieces of 
information, it might be easier to adopt a ‘highest common denominator’ approach, 
that is, to afford all the information you hold a high level of security. A good approach 
is for all the organisations involved in information sharing to adopt a common security 
standard, for example, ISO17799 or ISO27001. Adopting the Government Protective 
Marking Scheme can also help organisations to make sure there is consistency when 
handling personal information. 

2. A difficulty that can arise when information is shared is that the various organisations 
involved can have different standards of security and security cultures. It can be very 
difficult to establish a common security standard where there are differences in 
organisations’ IT systems and procedures. You should address problems of this sort 
before you share any personal information. It is the primary responsibility of the 
organisation providing the information to be shared to make sure that it will continue 
to be protected by adequate security once other organisations have access to it. 
There should be arrangements in place that set out who is allowed to access or alter 
a record. 

3. Different organisations may have different cultures of security, and considerations 
similar to those outlined in the point above apply. Again, it is important that any 
relative weaknesses in an organisation’s security are rectified. This could be done by 
the organisations involved delivering a common training package, before any 
personal information is shared between them. Where an organisation employs 
another organisation to process personal information on its behalf, a contract must be 
in place to make sure the information remains properly protected. In some cases, for 
example where very sensitive information is involved, staff may be subject to a vetting 
procedure. If vetting is justified, staff from other organisations that have access to the 
information should be subject to equivalent security procedures. 

 

6. Access to personal information 
The law 
Individuals have a right of access to information about them. 

Your code of practice should do the following. 
1. Set out ways for making sure people can gain access to information about them 

easily. 
2.  Provide alternative ways for giving people access to their records. 
3. Describe ways of making sure that a person gets access to all the information he or 

she is entitled to. 
4. Give guidance on advising the public about the uses, sources and disclosures of 

information about them. 
5. Provide guidance about relevant exemptions from the right of subject access, that is, 

cases where information will be withheld from a person who makes a request for 
access. 
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Points to remember 
1. Where information is being shared between a number of organisations it can be 

difficult for people to work out how to gain access to all the information that’s held 
about them. It is good practice to provide a single point of contact for people to go to 
when they want to access their information, and to make people aware of this facility. 

2. Organisations are required by law to give people access to information about them in 
a permanent form. For most records, you can charge a fee of £10 and you must give 
access within 40 calendar days. However, it is good practice to provide faster, 
cheaper ways for people to gain access to information about them. This could be 
done by showing people their records when you come into contact with them or by 
setting up facilities to allow records to be viewed securely on-line. 

3. When personal information is shared between several bodies it can be difficult to 
determine what information is held. It’s very important, therefore, that organisations 
sharing information adopt good records management practices, to allow them to 
locate and provide all the information held about a person when they receive an 
access request. 

4. When an organisation receives a request for personal information, it is required by 
law to also describe the purposes for which the information is held and its recipients, 
that is, who it is disclosed to. This part of the right of subject access is particularly 
important in the context of information sharing. You are also required to provide the 
individual with any information you have as to the information’s source. In some 
cases information about someone may have been provided by another individual. 
This might be the case, for example, where a child’s social work file contains 
information provided by a concerned neighbour. In cases like that, information about 
the source should normally be withheld. 

5. Whether or not an exemption applies depends on the information in question, and in 
some cases on the effect that releasing the information would have on the individual. 
However, organisations dealing with a particular type of record are likely to find that 
they wish to rely on the same exemptions in respect of the access requests they 
receive. If this is the case, it would be useful to provide detailed advice to staff about 
how a particular exemption, or exemptions, work. It is good practice to be as open as 
possible with the public about the circumstances in which you will withhold 
information from them. In some cases this will not be possible, for example where 
telling a person that you hold exempt information about them would prejudice the 
purposes of law-enforcement by ‘tipping off’ an individual that he or she is being 
investigated. 

 

7. Freedom of Information 
The law 
The Freedom of Information Act 2000 and the Freedom of Information (Scotland) Act 
2002 give everyone the right to ask for information held by a public authority, to be told 
whether the information is held, and, unless exempt, to have a copy of the information. 

Your code of practice should do the following. 
1. Encourage the inclusion of material about information sharing in your FOI publication 

scheme. 
2. Give advice on providing assistance to members of the public who make requests for 

a mixture of personal and non-personal information. 
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Points to remember 
1. Most, if not all, public sector bodies involved in sharing information are covered by the 

Freedom of Information Act. This means they are required to include various 
information that they hold in their FOI publication scheme. It is good practice to 
include the ‘paperwork’ relating to information sharing in the publication scheme, 
including any relevant code of practice. There is a strong public interest in members 
of the public being able to find out easily why information is being shared, which 
organisations are involved and what standards and safeguards are in place. Making 
your ‘paperwork’ available to the public proactively should help to reassure individuals 
and to establish an increased level of trust and confidence in your organisation’s 
information sharing practices. 

2. Often people will make requests for information that cover both personal and 
nonpersonal information. For example, a person may request information about them 
that is being shared between various agencies and information about those agencies’ 
policies for sharing information. Data protection and freedom of information may be 
dealt with by separate parts of your organisation, and a hybrid request may have to 
be dealt with under both pieces of legislation. However, it is good practice to be as 
helpful as possible when dealing with requests of this sort, especially as members of 
the public may not understand the difference between a data protection and an FOI 
request. (This framework code of practice does not contain recommendations about 
the handling of mainstream freedom of information requests. The Information 
Commissioner has published comprehensive advice about this elsewhere.) 

 

8. Review 
It is very important to regularly assess whether your sharing of information is having the 
desired effect, for example in terms of reducing crime or providing a more efficient 
service to the public. When assessing your information sharing it is also important to 
consider any complaints or questions that you have received from members of the 
public. You should keep your information sharing procedures under review, and should 
update your documents when necessary. Codes of practice and other documents can 
soon become out of date, given the rapid changes that can take place in an 
organisation’s information sharing practices. When something goes wrong, for example, 
a security breach, it is important to find out the cause of this and to take action to prevent 
it happening again. 

In particular, you should check whether: 
1. Your sharing of information is having the desired effect. 
2. Your fair processing notices still provide an accurate explanation of your information 

sharing activity. 
3. Your procedures for ensuring the quality of information are being adhered to and are 

working in practice. 
4. Organisations you are sharing information with are also meeting agreed quality 

standards. 
5. Retention periods are being adhered to and continue to reflect business need. 
6. Security remains adequate and, if not, whether any security breaches have been 

investigated and acted upon. 
7. Individuals are being given access to all the information they are entitled to, and that 

they are finding it easy to exercise their rights. 
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Appendix 1 - 
The data protection principles 
1. Personal data shall be processed fairly and lawfully and, in particular, shall not be 

processed unless; 
(a) at least one of the conditions in Schedule 2 is met; and 
(b) in the case of sensitive personal data, at least one of the conditions in Schedule 

3 is also met. 
2 Personal data shall be obtained only for one or more specified and lawful purposes, 

and shall not be further processed in any manner incompatible with that purpose or 
those purposes. 

3 Personal data shall be adequate, relevant and not excessive in relation to the purpose 
or purposes for which they are processed. 

4 Personal data shall be accurate and, where necessary, kept up to date. 
5 Personal data processed for any purpose or purposes shall not be kept for longer than 

is necessary for that purpose or those purposes. 
6 Personal data shall be processed in accordance with the rights of data subjects under 

this Act. 
7 Appropriate technical and organisational measures shall be taken against 

unauthorised or unlawful processing of personal data and against accidental loss or 
destruction of, or damage to, personal data. 

8 Personal data shall not be transferred to a country or territory outside the European 
Economic Area unless that country or territory ensures an adequate level of 
protection for the rights and freedoms of data subjects in relation to the processing of 
personal data. 

This is not a full explanation of the principles. For more information, see our Legal 
Guidance. 
 

Appendix 2 - 
Example of a simple information sharing procedure 
Procedure for sharing information between Newtown Constabulary, Reporter to the 

children’s panel and social work departments. 

1 Contact details 

1.1 Named individuals in Council Social Work departments and Area Children’s 
Reporters. 

2 Types of information 

2.1 Child Protection Initial Report Form NM/59/2 to be sent to appropriate Social Work 
Department and Children’s Reporter. These will be marked CONFIDENTIAL. 

2.2 Memoranda as required. These will always be marked CONFIDENTIAL. 

2.3 Crime reports may also be disclosed. 

2.4 Verbal information will be shared at case conferences. This information will be 
either RESTRICTED or CONFIDENTIAL. Minutes should be classified according 
to the value of information in them. 
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3 How to handle the information 

3.1 Transmission 

3.1.1 RESTRICTED information can be transmitted over the telephone or sent by fax. 
CONFIDENTIAL information must be sent in a double envelope with the protective 
marking shown on the inner one. 

3.2 Storage 

3.2.1 All information must be kept under lock and key when not in the personal custody 
of an authorised person. The "need-to-know" principle will be strictly enforced. 
CONFIDENTIAL information needs to be protected by two barriers, for example, a 
locked container in a locked room. 

3.3 Release to third parties 

3.3.1 No information provided by partners to these procedures will be released to any 
third party without the permission of the owning partner. 

 

Appendix 3 - 
Other relevant guidance from the Information Commissioner 
available at www.ico.gov.uk 
• Sharing personal information: Our approach. (A general position paper on 

information sharing.) 
• Data sharing between different local authority departments. 
• The use and disclosure of information about business people. 
• The Crime and Disorder Act 1998: data protection implications for information 

sharing. 
• Sharing information about you. (Advice to the public about information sharing.) 
 

Appendix 4 - 
Other sources of advice and guidance 
• Audit Commission: www.audit-commission.gov.uk 
• Cabinet Office: www.cabinetoffice.gov.uk 
• Chief Information Officer Council: www.cio.gov.uk 
• Communities and Local Government: www.communities.gov.uk 
• Department for Children, Schools and Families: www.dfes.gov.uk 
• Department of Health: www.dh.gov.uk 
• Essex Trust Charter: www.essexinformationsharing.gov.uk 
• Improvement Service: www.improvementservice.org.uk 
• London Connects: www.londonconnects.gov.uk 
• Ministry of Justice: www.justice.gov.uk 
• National Archives: www.nationalarchives.gov.uk 
• Public Record Office of Northern Ireland: www.proni.gov.uk 
• Records Management Society: www.rms-gb.org.uk 
• Society of Archivists: www.archives.org.uk 
• The Scottish Government: www.scotland.gov.uk 
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Annex H - Information Commissioner’s existing powers 
of investigation, inspection and enforcement 

Under the Data Protection Act, the Information Commissioner has a number of powers to 
investigate, inspect and enforce organisations’ compliance with the data protection 
principles, including the ability to:  

• Assess compliance with the DPA or the data protection principles at the request of 
someone directly affected by the data processing (s42). In effect, this amounts to a 
complaints-handling function, but the formal outcome is limited to an ‘assessment’ 
without any compensatory or penal sanctions; 

• Issue an Information Notice requiring a data controller to provide information 
requested by the Commissioner in whatever form he requires (s43). This information 
must be relevant to making an assessment under s42 or to determine whether a data 
controller is complying with the data protection principles. Failure to comply with an 
Information Notice, including knowingly or recklessly providing false information, is 
an offence; 

• Make an assessment, with the consent of the data controller, of any processing of 
personal data for the following of good practice (s51(7)). This amounts to an audit 
power, but the requirement to seek consent renders it weak and of limited value; 

• Inspect, operate and test equipment used for the processing of personal data - but 
only where the data are held in the Europol, Schengen and European Customs 
Information Systems (s54A);  

• Enter and inspect premises - but only if a court will issue a search warrant, in cases 
where the Commissioner has reasonable grounds for suspecting a contravention of 
the data protection principles or the commission of an offence under the Act. It is an 
offence to obstruct the execution of a warrant or to fail, without reasonable excuse, to 
give any reasonable assistance when requested; and  

• Issue an Enforcement Notice (s40) requiring a data controller to take, or refrain from, 
any specified action in order to ensure compliance with the data protection principles.  
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Annex I - International privacy law 

Republic of Ireland’s Data Protection Act 1988 
 
24. Powers of authorised officers.  
24. (1) In this section "authorised officer" means a person authorised in writing by the 
Commissioner to exercise, for the purposes of this Act, the powers conferred by this 
section. 
(2) An authorised officer may, for the purpose of obtaining any information that is 
necessary or expedient for the performance by the Commissioner of his functions, on 
production of the officer's authorisation, if so required- 

(a) at all reasonable times enter premises that he reasonably believes to be 
occupied by a data controller or a data processor, inspect the premises and any 
data therein (other than data consisting of information specified in section 12 (4) 
(b) of this Act) and inspect, examine, operate and test any data equipment 
therein, 

(b) require any person on the premises, being a data controller, a data processor 
or an employee or either of them, to disclose to the officer any such data and 
produce to him any data material (other than data material consisting of 
information so specified) that is in that person's power or control and to give to 
him such information as he may reasonably require in regard to such data and 
material, 

(c) either on the premises or elsewhere, inspect and copy or extract information 
from such data, or inspect and copy or take extracts from such material, and 

(d) require any person mentioned in paragraph (b) of this subsection to give to the 
officer such information as he may reasonably require in regard to the 
procedures employed for complying with the provisions of this Act, the sources 
from which such data are obtained, the purposes for which they are kept, the 
persons to whom they are disclosed and the data equipment in the premises. 

(3) Subject to subsection (5) of this section, subsection (2) of this section shall not apply 
in relation to a financial institution. 
(4) Whenever the Commissioner considers it necessary or expedient for the 
performance by him of his functions that an authorised officer should exercise, in relation 
to a financial institution, the powers conferred by subsection (2) of this section, the 
Commissioner may apply to the High Court for an order under this section. 
(5) Whenever, on an application to it under subsection (4) of this section, the High Court 
is satisfied that it is reasonable to do so and is satisfied that the exigencies of the 
common good so warrant, it may make an order authorising and authorised officer to 
exercise the powers conferred by subsection (2) of this section in relation to the financial 
institution concerned, subject to such condition (if any) as it thinks proper and specifies 
in the order. 
(6) A person who obstructs or impedes an authorised office in the exercise of a power, 
or, without reasonable excuse, does not comply with a requirement, under this section or 
who in purported compliance with such a requirement gives information to an authorised 
officer that he knows to be false or misleading in a material respect shall be guilty of an 
offence. 
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New Zealand’s Information Privacy Principles 
Principle 1 Purpose of collection of personal information 
Personal information shall not be collected by any agency unless— 

(a) The information is collected for a lawful purpose connected with a function or 
activity of the agency; and 
(b) The collection of the information is necessary for that purpose. 

 
Principle 2 Source of personal information 
(1) Where an agency collects personal information, the agency shall collect the 
information directly from the individual concerned. 
(2) It is not necessary for an agency to comply with subclause (1) of this principle if the 
agency believes, on reasonable grounds,— 

(a) That the information is publicly available information; or 
(b) That the individual concerned authorises collection of the information from 
someone else; or 
(c) That non-compliance would not prejudice the interests of the individual 
concerned; or 
(d) That non-compliance is necessary— 
(i) To avoid prejudice to the maintenance of the law by any public sector agency, 
including the prevention, detection, investigation, prosecution, and punishment of 
offences; or 

(ii) For the enforcement of a law imposing a pecuniary penalty; or 
(iii) For the protection of the public revenue; or 
(iv) For the conduct of proceedings before any court or tribunal (being 
proceedings that have been commenced or are reasonably in 
contemplation); or 
Principle 2 subclause (2)(d)(iv) was amended, as from 3 September 1996, 
by section 3 Privacy Amendment Act 1996 (1996 No 142) by substituting 
the word “tribunal” for the word “Tribunal”. 

(e) That compliance would prejudice the purposes of the collection; or 
(f) That compliance is not reasonably practicable in the circumstances of the 
particular case; or 
(g) That the information— 

(i) Will not be used in a form in which the individual concerned is 
identified; or 
(ii) Will be used for statistical or research purposes and will not be 
published in a form that could reasonably be expected to identify the 
individual concerned; or 

(h) That the collection of the information is in accordance with an authority 
granted under section 54 of this Act. 

 
Principle 3 Collection of information from subject 
(1) Where an agency collects personal information directly from the individual 
concerned, the agency shall take such steps (if any) as are, in the circumstances, 
reasonable to ensure that the individual concerned is aware of— 

(a) The fact that the information is being collected; and 
(b) The purpose for which the information is being collected; and 
(c) The intended recipients of the information; and 
(d) The name and address of— 

(i) The agency that is collecting the information; and 
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(ii) The agency that will hold the information; and 
(e) If the collection of the information is authorised or required by or under law,— 

(i) The particular law by or under which the collection of the information is 
so authorised or required; and 
(ii) Whether or not the supply of the information by that individual is 
voluntary or mandatory; and 

(f) The consequences (if any) for that individual if all or any part of the requested 
information is not provided; and 
(g) The rights of access to, and correction of, personal information provided by 
these principles. 

(2) The steps referred to in subclause (1) of this principle shall be taken before the 
information is collected or, if that is not practicable, as soon as practicable after the 
information is collected. 
(3) An agency is not required to take the steps referred to in subclause (1) of this 
principle in relation to the collection of information from an individual if that agency has 
taken those steps in relation to the collection, from that individual, of the same 
information or information of the same kind, on a recent previous occasion. 
(4) It is not necessary for an agency to comply with subclause (1) of this principle if the 
agency believes, on reasonable grounds,— 

(a) That non-compliance is authorised by the individual concerned; or 
(b) That non-compliance would not prejudice the interests of the individual 
concerned; or 
(c) That non-compliance is necessary— 

(i) To avoid prejudice to the maintenance of the law by any public sector 
agency, including the prevention, detection, investigation, prosecution, 
and punishment of offences; or 
(ii) For the enforcement of a law imposing a pecuniary penalty; or 
(iii) For the protection of the public revenue; or 
(iv) For the conduct of proceedings before any court or tribunal (being 
proceedings that have been commenced or are reasonably in 
contemplation); or 
Principle 3 subclause (4)(c)(iv) was amended, as from 3 September 1996, 
by section 3 Privacy Amendment Act 1996 (1996 No 142) by substituting 
the word “tribunal” for the word “Tribunal”. 

(d) That compliance would prejudice the purposes of the collection; or 
(e) That compliance is not reasonably practicable in the circumstances of the 
particular case; or 
(f) That the information— 

(i) Will not be used in a form in which the individual concerned is 
identified; or 
(ii) Will be used for statistical or research purposes and will not be 
published in a form that could reasonably be expected to identify the 
individual concerned. 

 
Principle 4 Manner of collection of personal information 
Personal information shall not be collected by an agency— 

(a) By unlawful means; or 
(b) By means that, in the circumstances of the case,— 

(i) Are unfair; or 
(ii) Intrude to an unreasonable extent upon the personal affairs of the 
individual concerned. 
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Principle 5 Storage and security of personal information 
An agency that holds personal information shall ensure— 

(a) That the information is protected, by such security safeguards as it is 
reasonable in the circumstances to take, against— 

(i) Loss; and 
(ii) Access, use, modification, or disclosure, except with the authority of 
the agency that holds the information; and 
(iii) Other misuse; and 

(b) That if it is necessary for the information to be given to a person in connection 
with the provision of a service to the agency, everything reasonably within the 
power of the agency is done to prevent unauthorised use or unauthorised 
disclosure of the information. 

 
Principle 6 Access to personal information 
(1) Where an agency holds personal information in such a way that it can readily be 
retrieved, the individual concerned shall be entitled— 

(a) To obtain from the agency confirmation of whether or not the agency holds 
such personal information; and 
(b) To have access to that information. 

(2) Where, in accordance with subclause (1)(b) of this principle, an individual is given 
access to personal information, the individual shall be advised that, under principle 7, the 
individual may request the correction of that information. 
(3) The application of this principle is subject to the provisions of Parts 4 and 5 of this 
Act. 
 
Principle 7 Correction of personal information 
(1) Where an agency holds personal information, the individual concerned shall be 
entitled— 

(a) To request correction of the information; and 
(b) To request that there be attached to the information a statement of the 
correction sought but not made. 

(2) An agency that holds personal information shall, if so requested by the individual 
concerned or on its own initiative, take such steps (if any) to correct that information as 
are, in the circumstances, reasonable to ensure that, having regard to the purposes for 
which the information may lawfully be used, the information is accurate, up to date, 
complete, and not misleading. 
(3) Where an agency that holds personal information is not willing to correct that 
information in accordance with a request by the individual concerned, the agency shall, if 
so requested by the individual concerned, take such steps (if any) as are reasonable in 
the circumstances to attach to the information, in such a manner that it will always be 
read with the information, any statement provided by that individual of the correction 
sought. 
(4) Where the agency has taken steps under subclause (2) or subclause (3) of this 
principle, the agency shall, if reasonably practicable, inform each person or body or 
agency to whom the personal information has been disclosed of those steps. 
(5) Where an agency receives a request made pursuant to subclause (1) of this 
principle, the agency shall inform the individual concerned of the action taken as a result 
of the request. 
 
 
Principle 8 Accuracy, etc, of personal information to be checked before use 
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An agency that holds personal information shall not use that information without taking 
such steps (if any) as are, in the circumstances, reasonable to ensure that, having 
regard to the purpose for which the information is proposed to be used, the information 
is accurate, up to date, complete, relevant, and not misleading. 
 
Principle 9 Agency not to keep personal information for longer than necessary 
An agency that holds personal information shall not keep that information for longer than 
is required for the purposes for which the information may lawfully be used. 
Principle 10 Limits on use of personal information 
An agency that holds personal information that was obtained in connection with one 
purpose shall not use the information for any other purpose unless the agency believes, 
on reasonable grounds,— 

(a) That the source of the information is a publicly available publication; or 
(b) That the use of the information for that other purpose is authorised by the 
individual concerned; or 
(c) That non-compliance is necessary— 

(i) To avoid prejudice to the maintenance of the law by any public sector 
agency, including the prevention, detection, investigation, prosecution, 
and punishment of offences; or 
(ii) For the enforcement of a law imposing a pecuniary penalty; or 
(iii) For the protection of the public revenue; or 
(iv) For the conduct of proceedings before any court or tribunal (being 
proceedings that have been commenced or are reasonably in 
contemplation); or 
 

Principle 10 paragraph (c)(iv) was amended, as from 3 September 1996, by section 3 
Privacy Amendment Act 1996 (1996 No 142) by substituting the word “tribunal” for the 
word “Tribunal”. 

(d) That the use of the information for that other purpose is necessary to prevent 
or lessen a serious and imminent threat to— 

(i) Public health or public safety; or 
(ii) The life or health of the individual concerned or another individual; or 

(e) That the purpose for which the information is used is directly related to the 
purpose in connection with which the information was obtained; or 
(f) That the information— 

(i) Is used in a form in which the individual concerned is not identified; or 
(ii) Is used for statistical or research purposes and will not be published in 
a form that could reasonably be expected to identify the individual 
concerned; or 

(g) That the use of the information is in accordance with an authority granted 
under section 54 of this Act. 

 
Principle 11 Limits on disclosure of personal information 
An agency that holds personal information shall not disclose the information to a person 
or body or agency unless the agency believes, on reasonable grounds,— 

(a) That the disclosure of the information is one of the purposes in connection 
with which the information was obtained or is directly related to the purposes in 
connection with which the information was obtained; or 
(b) That the source of the information is a publicly available publication; or 
(c) That the disclosure is to the individual concerned; or 
(d) That the disclosure is authorised by the individual concerned; or 
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(e) That non-compliance is necessary— 
(i) To avoid prejudice to the maintenance of the law by any public sector 
agency, including the prevention, detection, investigation, prosecution, 
and punishment of offences; or 
(ii) For the enforcement of a law imposing a pecuniary penalty; or 
(iii) For the protection of the public revenue; or 
(iv) For the conduct of proceedings before any court or tribunal (being 
proceedings that have been commenced or are reasonably in 
contemplation); or 
Principle 11 paragraph (e)(iv) was amended, as from 3 September 1996, 
by section 3 Privacy Amendment Act 1996 (1996 No 142) by substituting 
the word “tribunal” for the word “Tribunal”. 

(f) That the disclosure of the information is necessary to prevent or lessen a 
serious and imminent threat to— 

(i) Public health or public safety; or 
(ii) The life or health of the individual concerned or another individual; or 

(g) That the disclosure of the information is necessary to facilitate the sale or 
other disposition of a business as a going concern; or 
(h) That the information— 

(i) Is to be used in a form in which the individual concerned is not 
identified; or 
(ii) Is to be used for statistical or research purposes and will not be 
published in a form that could reasonably be expected to identify the 
individual concerned; or 
(i) That the disclosure of the information is in accordance with an authority 
granted under section 54 of this Act. 

 
Principle 12 Unique identifiers 
(1) An agency shall not assign a unique identifier to an individual unless the assignment 
of that identifier is necessary to enable the agency to carry out any one or more of its 
functions efficiently. 
(2) An agency shall not assign to an individual a unique identifier that, to that agency's 
knowledge, has been assigned to that individual by another agency, unless those 2 
agencies are associated persons within the meaning of subpart YB of the Income Tax 
Act 2007 (to the extent to which those rules apply for the whole of that Act excluding the 
1973, 1988, and 1990 version provisions). 
(3) An agency that assigns unique identifiers to individuals shall take all reasonable 
steps to ensure that unique identifiers are assigned only to individuals whose identity is 
clearly established. 
(4) An agency shall not require an individual to disclose any unique identifier assigned to 
that individual unless the disclosure is for one of the purposes in connection with which 
that unique identifier was assigned or for a purpose that is directly related to one of 
those purposes. 
Section 6 principle 12(2): amended, on 1 April 2008, by section ZA 2(1) of the Income 
Tax Act 2007 (2007 No 97). 
Subclause (2) was amended, as from 1 April 1995, by section YB 1 of the Income Tax 
Amendment Act 1994 (1994 No 164) by substituting the words “section OD 7 of the 
Income Tax Act 1994” for the words “section 8 of the Income Tax Act 1976”. 
Subclause (2) was amended, as from 1 April 2005, by section YA 2 Income Tax Act 
2004 (2004 No 35) by substituting the words “Income Tax Act 2004” for the words 
“Income Tax Act 1994”. 
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Data Sharing in Australia 
The Australian Privacy Act 1988 makes transparency a key requirement of information 
sharing. The Information Privacy Principles (IPP) contained in section 14 of the Privacy 
Act regulate information sharing between Government departments. 
 
IPP 11 is about the disclosure of personal information. This permits information sharing 
where it is reasonably necessary for criminal law enforcement, or for the enforcement of all 
law imposing a fine, or for the general purpose of the protection of public revenue. This 
covers a broad range of purposes. It also provides that the disclosure of personal 
information is permissible where “… the individual concerned is reasonably likely to have 
been aware… that information of that kind is usually passed to that person, body or agency”. 
 
Under IPP 1, information must be collected as necessary for a lawful purpose directly 
related to a function or activity of the collector. Under IPP 2, the collector shall take 
reasonable steps in all the circumstances, to ensure that the subject is aware of the 
purpose of collection and the circumstances where it will be disclosed. It should be noted 
that there is minimal judicial guidance on this principle as there has been no case law to 
date. It is also worth noting that the Australian Taxation Office and assistance agencies 
must comply with the Data-matching Program (Assistance and Tax) Act 1990 (Cth) and 
guidelines issued by the Privacy Commissioner under the Act to govern the conduct of 
data matching using tax file numbers. 
 
The Privacy Commissioner has also issued advisory Guidelines for the Use of Data 
Matching in Common Administration for voluntary adoption by agencies conducting 
matching other than the programs specifically regulated by the 1990 Act. These 
Guidelines apply when a tax file number is not used in the matching process. However, 
that particular piece of primary legislation is quite outdated and the Australian Attorney-
General is currently undertaking an inquiry into the extent to which the Privacy Act 1988 
and related laws continue to provide an effective framework for the protection of privacy 
in Australia. The inquiry, scheduled for completion in March 2008, is prompted by a 
number of considerations including the rapid advances in IT and changing community 
perceptions of privacy. 
 

Data Sharing in Canada 
In Canada, the law permits information sharing between public bodies but requires it to 
be transparent. Section 8 of the Canadian Federal Privacy Act regulates the disclosure 
of personal data by government institutions. Circumstances in which information sharing 
is permitted without consent include:  
• for the purpose for which the information was obtained or compiled by the institution 

or for a use consistent with that purpose; 
• for any purpose in accordance with any Act of Parliament or any regulation made 

there under that authorises its disclosure; 
• for the purpose of administering or enforcing any law or carrying out a lawful 

investigation; 
• to any government institution for the purpose of locating an individual in order to 

collect a debt owing to Her Majesty in right of Canada by that individual or make a 
payment owing to that individual by Her Majesty in right of Canada; and 
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• for any purpose where, in the opinion of the head of the institution, the public interest 
in disclosure clearly outweighs any invasion of privacy that could result from the 
disclosure, or disclosure would clearly benefit the individual to whom the information 
relates. 

 
This final point is particularly useful in that it provides a broad power for information 
sharing that is in the public interest and proportionate. 
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